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Quantum compilation is the task of translating a
quantum algorithm implemented in a high-level
quantum programming language into a technology-
dependent instructions flow for a physical quantum
computer. To tackle the large gap between the
quantum program and the low-level instructions,
quantum compilation is split into a multi-stage flow
consisting of several layers of abstraction. Several
different individual tasks have been proposed for the
layers in the flow, many of them are NP-hard. In this
article, we will describe the flow and we will propose
algorithms based on Boolean satisfiability, which is a
good match to tackle such computationally complex
problems.

This article is part of the theme issue ‘Harmonizing
energy-autonomous computing and intelligence’.

1. Introduction
Quantum computers promise to solve tasks such as
quantum simulation [1] (e.g. quantum chemistry [2]) and
quantum cryptoanalysis [3] (e.g. Shor’s algorithm [4])
computationally faster than a classical computer. Various
practical prototypes have recently been proposed [5–7].

Although quantum computers have not reached
the scale to tackle any unsolved open problem yet,
researchers have been studying how to efficiently
program them. Complete programming flows already
exist, which take as input a quantum algorithm described
in a quantum programming language and compile it into
a set of instructions that describe the interactions with
the physical device (e.g. [8–10]). This process is called
quantum compilation and the generated set of instructions
is referred to as a quantum circuit.
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Programming flows allow users to describe their quantum algorithm through the use of
symbolical representations of relevant sets of low-level instructions. In addition, they provide
compilation methods to generate quantum circuits for each high-level instruction. A good
quantum compilation method minimizes the number of resources used to perform the algorithm:
number of qubits and number of expensive instructions (requiring complex interactions with the
physical device).

Many quantum algorithms require arithmetic operations, e.g. addition, inversion and
multiplication, which usually need large amounts of resources to be computed. For this reason,
the quality of the compilation method provided by the programming flow is crucial: if this task is
not performed efficiently, arithmetic operations will require too many qubits and/or instructions
to be performed in practice.

In this work, we focus on a versatile method used to compile arithmetic operations specified
as Boolean functions, called hierarchical quantum compilation [11–13]. It takes as input a Boolean
function, represented by its most compact representation: a logic network. In addition, it allows
us to specify the number of available qubits for the computation. With these data, it tries to
find a quantum circuit minimizing the number of expensive quantum instructions. Hierarchical
quantum compilation consists of three stages. First, the logic network is represented in terms of a
k-LUT network (lookup-table network). In the second stage, each of the logic gates are mapped to
qubits, which will store the temporary computed value of the gates. Finally, in the third stage, each
mapped LUT logic gate is decomposed into quantum gates that are supported by the targeted
physical device.

The choice of the targeted quantum hardware has an influence on the quantum compilation
algorithms. Current quantum technology will likely not enable reliable fault-tolerant quantum
computing within the next few years [14]. This is mainly due to the large amount of
noise in the qubits and quantum operations, which requires a significant overhead cost to
perform quantum error correction [15]. Until then, researchers investigate which applications
can be performed with the quantum computers that will be available in the next few
years, having about 50–100 noisy physical qubits unprotected by error correction. Such
computers are termed noisy intermediate-scale quantum computers (NISQ) [14]. It has already been
demonstrated that, despite the noise, practical applications such as quantum chemistry for small
problem instances can already be solved on such devices [16]. In this scenario, hierarchical
compilation is capable of synthesizing optimal quantum circuits, matching the limited available
resources. Eventually, the resulting computation must fit the few qubits available in NISQ
computers and perform a limited number of expensive operations, according to the hardware
technology.

The advantage of hierarchical quantum compilation is that it is breaking down the complex
task of finding a quantum circuit for a large Boolean function into several dedicated combinatorial
problems. SAT-based methods are excellent candidates to efficiently tackle these subproblems,
as they are able to find results of very good quality, with a positive impact on the entire
flow. It is well-known that naive monolithic SAT-based approaches do not scale. Nevertheless,
the hierarchical framework provides an excellent application for this class of algorithms since
large problems are decomposed into smaller ones. In this paper, we present different SAT-
based techniques used to tackle several subproblems in a LUT-based hierarchical quantum
compilation flow.

2. Preliminaries

(a) Quantum computing
Quantum computers can be seen as an array of n qubits [17]. A single qubit ϕ can be in the state
|ϕ〉 = (a0

a1

)= a0|0〉 + a1|1〉, where |0〉 = (1
0
)

and |1〉 = (0
1
)

represent the classical states 0 and 1, and
a0 and a1 are complex-valued amplitudes such that |a0|2 + |a1|2 = 1. In other words, a quantum
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state is a superposition of the two classical states. As an example, the state |+〉 =
(

1/
√

2
1/

√
2

)
is a

balanced superposition between 0 and 1. When measuring a single qubit, it collapses to the state
0 with a probability of |a0|2 and to the state 1 with a probability of |a1|2. One can also describe
the joint state of all n qubits by

∑2n−1
i=0 ai|i〉, where |i〉 is one of the 2n classical states over n bits

and
∑2n−1

i=0 |ai|2 = 1. The basic states |i〉 are one-hot column vectors with 2n elements which are
all 0 except for row i (counting from row 0), which is 1. The probability that the quantum state
collapses to the classical state i after measuring all qubits is |ai|2. Due to the quantum mechanical
effect of entanglement, some quantum states cannot be described in terms of the qubits’ individual
quantum states. One example is the Bell state 1/

√
2(1 0 0 1)T, which collapses with the same

probability to the states 002 = 010 and 112 = 310 after measurement. The measurement result of
one qubit reveals the measurement result of the other one.

Quantum computations that change the quantum state of n qubits can be described in terms of
2n × 2n unitary matrices. However, it is impractical to represent such unitary matrices explicitly
and to physically realize these operations for large n. As an alternative one can describe quantum
computations as a composition of small matrices, representing basic instructions, called quantum
gates. Parallel composition is modelled using the Kronecker product and sequential composition
as a matrix product. The Kronecker product between two matrices A of size m × n and B of size
p × q is defined as:

A ⊗ B =

⎛
⎜⎜⎝

a11B . . . a1nB
...

...
am1B . . . amnB

⎞
⎟⎟⎠ .

A simple example for a quantum operation is the NOT gate, also called the X gate, described
by the unitary matrix X = ( 0 1

1 0
)
. It flips the amplitudes of a single-qubit quantum state, and

in particular, X|0〉 = |1〉 as well as X|1〉 = |0〉. The following example illustrates how to describe
quantum computations using small quantum operations in the quantum circuit model (see also
figure 1).

Example 2.1. The following circuit shows a quantum computation on two qubits, which are
each initialized to the state |0〉, i.e. they are in the joint state |00〉.

H

CNOT

1/ 2(|00Ò + |11Ò)
|0Ò
|0Ò

The horizontal direction denotes time. Each horizontal line corresponds to the life-line of a
qubit, representing time, and one can place operations onto them. First, the Hadamard gate
H = 1√

2

( 1 1
1 −1

)
is applied to the first qubit. Usually, a quantum gate is depicted as a framed box

labelled with the name of the operation. No gate is applied to the second qubit, which implicitly
corresponds to applying the identity operation I = ( 1 0

0 1
)
. The joint operation to both qubits can

be described as the Kronecker product of both matrices H ⊗ I, which is a 4 × 4 unitary matrix.
Afterwards, the two-qubit CNOT operation is applied to both qubits, where

CNOT =

⎛
⎜⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎟⎟⎠ .

The CNOT gate has a special notation where the first qubit applied to the CNOT gate, called the
control qubit, is drawn as a solid dot and the second qubit, called the target qubit, is drawn as a
‘⊕’ symbol. A CNOT gate inverts the target qubit whenever the control qubit is assigned 1.
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|x1Ò

|x2Ò

|x3Ò U3

U2
U1

Uf

c1

c2

c3

quantum state |x1Ò =   a0      with two

complex-valued amplitudes a0 , a1 such that

|a0|2 + |a1|2 = 1. Values |a0|2 and |a1|2

are the outcome probabilities to be in state 
0 or 1 after measurement. States |0Ò =  1

0

1
0and |1Ò =      are the classical base states. 

quantum states of n qubits
contain 2n amplitudes for each of
the possible Boolean basis states.

qubit operations on
n qubits are 2n × 2n

unitary matrices.

single-qubit operations
are complex-valued
2 × 2 unitary matrices.

classical Boolean functions
are embedded into unitary
operations.

measurement collapses
quantum state into
classical state 0 or
1 based on outcome
probabilities.

a1 

Figure 1. The quantum circuit model in a nutshell.

The overall quantum operation performed by the quantum circuit can be described as the
product of all operations performed in each time step, i.e.

(CNOT · (H ⊗ I)) |00〉 = 1/
√

2(|00〉 + |11〉).
There are many quantum gates of interest. An important family of gates consists of

the z-rotation gates Rz(θ ) = diag(e−iθ , eiθ ). The gates S = eiπ/4Rz(π/4) and T = eiπ/8Rz(π/8) are
frequently used gates of this family.1 Similarly, one can define rotation gates Rx and Ry for
rotations around the other two axes. A gate library is a set of gates which is universal, i.e. for any
2n × 2n unitary matrix U there exists a finite sequence of gates to either exactly represent U or to
approximate it as arbitrarily precise [17]. We call the gates in a gate library elementary gates. Typical
gate libraries for current NISQ devices are for example {CNOT, U3}, where U3 is an arbitrary
2 × 2 unitary matrix, used, e.g. in IBM’s quantum computers, or {CZ, Rz(θ ), Rx(kπ/2)}, where
CZ = diag(1, 1, 1, −1) is a controlled Z gate, Rz(θ ) is a z-rotation gate with arbitrary precision
and Rx(kπ/2) is an x-rotation gate where the possible rotations are controlled by an integer
k ∈ {0, 1, 2, 3}, used, e.g. in Rigetti’s quantum computers. The commonly used gate library in
fault-tolerant quantum computing is Clifford+T which consists of CNOT, H, and the T gate.

All the described gates are primitive operations on modern quantum devices. However, for
the modelling and compilation of quantum circuits, more abstract gates are useful, which require
further decomposition into elementary quantum gates, such as single-target gates. For some given
Boolean control function f (x1, . . . , xn), a single-target gate computes the unitary operation

Uf : |x〉|y〉 �→ |x〉|y ⊕ f (x)〉, (2.1)

where x = x1 . . . xn, which permutes the state of the quantum state according to f (x). The
diagrammatic notation for single-target gates is as follows:

x1 x1...
xn xn

y

f

...

y f ( x1 , . . . , xn)

(2.2)

The X gate and the CNOT gate are special cases of single-target gates in which f = 1 and f =
x1, respectively. These gates are also generalized by multiple-controlled Toffoli gates, which are

1The constant factors eiπ/4 and eiπ/8 are unobservable in quantum systems, but are a technicality to be consistent with the
literature.
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single-target gates where f can be described in terms of a single product term or f = 1 (the empty
product term). For more details on quantum computing the reader is referred to the literature
(e.g. [17–19]).

(b) Hierarchical quantum compilation
Given an n-input m-output Boolean function f (x1, . . . , xn) = (y1, . . . , ym) with x = x1 . . . xn and y =
y1 . . . ym, the mapping

Of : |x〉|y〉|0l〉 �→ |x〉|y ⊕ f (x)〉|0l〉, (2.3)

describes a 2n+m+l × 2n+m+l unitary operation, which permutes the amplitudes of a quantum
state according to f (x). Such unitary operations are key in quantum algorithms for integer
factorization [4] or Grover’s search algorithm [20]. The task of quantum compilation for such
unitary operations is to find a quantum circuit that realizes the operation without the need to
explicitly represent Of but only based on a symbolic representation of f , e.g. given as a logic
network. It can be seen that the n inputs are passed through n qubits |x〉 that can be in an arbitrary
quantum state. The outputs are computed onto m qubits, which can be in an arbitrary state |y〉.
Note that ‘⊕’ refers to the bitwise XOR operation. Finally, compilation can make use of l additional
helper qubits, called ancillae, which are all in state |0〉 before and after the computation, but can
be used to store intermediate temporary results. Restoring the additional qubits to the |0〉 state
is crucial, since intermediate computation results that remain in the output quantum state are
perceived as noise by subsequent operations in the quantum algorithm, eventually leading to
wrong results. The number of additional qubits is application- and hardware-specific. As an
example, in order to realize an 8-input, 8-output Boolean function in this form on a 20-qubit
quantum computer, one can use at most l = 4 ancillae. If m = 1 and l = 0, the unitary operation Of
is a single-target gate.

Hierarchical quantum compilation (also known as LUT-based hierarchical reversible logic
synthesis [11]) is a framework to find quantum circuits for Of when f is represented as a logic
network. As illustrated in figure 2, the framework performs the following three steps:

(i) Decompose f into a k-LUT network using k-LUT mapping (more details in §3a).
(ii) Assign the logic gates of the k-LUT network to the n + m + l qubits in the resulting

quantum circuit, making sure that no more than l temporary values are stored at any
time. Key algorithms to ensure this constraint in this step are based on reversible pebbling
games [21,22], which will be introduced in §3b. The logic gates are computed in terms of
single-target gates.

(iii) Map each single-target gate into a quantum circuit of elementary gates supported by the
targeted quantum device. Two possible algorithms for this step are illustrated in §§3c,d.

(c) Boolean satisfiability
The Boolean satisfiability (SAT) problem asks whether a given n-variable Boolean function f
represented in conjunctive normal form (CNF) has a satisfying assignment, i.e. whether there
exists an x ∈Bn such that f (x) = 1. A CNF is a conjunction of clauses, a clause is a disjunction of
literals, and a literal is a variable or its negation.

Example 2.2. The function f (x1, x2, x3) = (x1 ∨ x̄2) ∧ (x2 ∨ x3) ∧ (x̄1 ∨ x̄3) ∧ (x̄1 ∨ x̄2 ∨ x3) is
satisfied when x1 = 0, x2 = 0, and x3 = 1.

The SAT problem is NP-complete [23], yet many powerful SAT solvers [24,25] exist that can
efficiently solve several problems of practical interest even when n is large. In order to use SAT
solvers for practical applications, the decision problem to be solved must first be expressed in
terms of a SAT formula in CNF. Such an encoding is crucial and can have a significant impact
on the overall run-time of the SAT solver. In this paper, we illustrate several algorithms which
require an encoding of the original domain problem into a SAT formula.
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logic network

k-LUT
mapping

qubit
mapping

single-target gate
quantum circuit

single-target gate
decomposition

elementary gate
quantum circuit

§3a §3b §§3c,d

k-LUT
network

Figure 2. Hierarchical quantum compilation flow.

3. LUT-based hierarchical reversible logic synthesis

(a) LUT mapping
LUT mapping is an algorithm that transforms an arbitrary logic network into a k-LUT network. A
necessary condition to find such a mapping is that each gate in the initial logic network has no
more than k inputs. A logic network over the n primary inputs x1, x2 . . . , xn is a sequence of r gates
xn+1, xn+2, . . . , xn+r, where each gate

xi = fi(xi1 ⊕ pi1 , xi2 ⊕ pi2 , . . . , xiki
⊕ piki

) for n < i ≤ n + r (3.1)

is defined by means of a ki-input Boolean gate function fi and fan-ins xij ⊕ pij , with 0 ≤ ij < i, which
are either primary inputs, previous gates, or the constant x0 = 0. The constant complementation
flags pij give the possibility to complement a fan-in. They are part of the gate definition, but not
part of the input variables to the gate function. We refer to the set {x0, x1, . . . , xn+r} as nodes of
the logic network. Finally, the multi-output Boolean function represented by the logic network is
represented in terms of outputs y1, . . . , ym, where

yj = xoj ⊕ pj, (3.2)

with 0 ≤ oj ≤ n + r. The node xoj is called an output driver.
Cut enumeration [26,27] is a key technique used in LUT mapping. Cut enumeration finds for

all nodes xi in a logic network subcircuits, called cuts, with no more than k inputs that are rooted
in xi. The inputs of these subcircuits, called leaves, separate the root xi from the primary inputs of
the logic network. We refer to the set of all leaves corresponding to a cut to xi as CUTS(i) in the
remainder. A LUT mapping [26,28] assigns some nodes in the logic network to a cut in a way such
that

— all primary outputs in the logic network are mapped to a cut, and
— if a node is mapped to a cut, then each leaf of the cut must be mapped unless it is a

primary input.

A SAT-based LUT mapping algorithm was first proposed in [29]. In general, in order to
describe a problem as a SAT formula, we must find a suitable encoding in terms of Boolean
variables in the SAT formula and clauses that restrict the satisfying solutions to solutions of the
problem, if they exist. The problem is formulated as a SAT problem with variables mi for each gate
xi and variables sC for each cut C from all gates. The variables mi are 1 if gate xi has a mapping.
The variables sC are 1 if cut C has been chosen for a mapped gate. Three different types of clauses
are needed to constrain the problem such that the solution corresponds to a valid mapping. First,
if a gate xi is mapped, then at least one of its cuts must be chosen:

m̄i ∨
∨

C∈CUTS(i)

sC. (3.3)
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Furthermore, if a cut C has been chosen, then each of its leaves must be mapped unless the leaf is
a primary input:

(s̄C ∨ ml) for all l ∈ C when l > n (3.4)

Finally, each output driver must be mapped:

moj for all 1 ≤ j ≤ m. (3.5)

While these three types of clauses are sufficient in order to find a valid mapping, the resulting
mappings may not be of good quality. For example, the SAT solver could simply assign all
variables to 1 in order to satisfy all clauses. We need some way of adding a cost function to
the SAT formula. While multiple cost functions are possible, we illustrate the idea by finding a
mapping that minimizes the size. For this purpose, we further restrict the number of mapped
nodes to L by adding the cardinality constraint

n+r∑
i=n+1

mi ≤ L. (3.6)

Cardinality constraints can be translated into CNF in various different ways (e.g. [25,30,31]). In
order to find the smallest mapping, one can initialize L with a start value and then decrease it as
long as a satisfying solution can be found. Possible start values are the number of gates r or the
size of some initial mapping that has been found using a heuristic mapping algorithm. Optimized
6-LUT networks for the EPFL benchmark2 obtained using this problem formulation are shown
in [29].

Example 3.1. Figure 3a shows a logic network with primary inputs x1, x2, x3 and characterized
by a sequence of r = 3 gates x4, x5, x6. The SAT problem declares the variables m0, m1, m2,
one for each gate in the network. If two possible cuts are stored for each gate: CUTS(0) =
{c00, c01}, CUTS(1) = {c10, c11} and CUTS(2) = {c20, c21}. The CNF formulae defining a valid solution
with two LUTs are:

(m̄0 ∨ sc00 ∨ sc01 ) ∧ (m̄1 ∨ sc10 ∨ sc11 ) ∧ (m̄2 ∨ sc20 ∨ sc21 ) ∧∧
l∈c00

(s̄c00 ∨ ml) ∧
∧

l∈c01

(s̄c01 ∨ ml) ∧ · · · ∧
∧

l∈c21

(s̄c21 ∨ ml) ∧

(m̄0 ∨ m̄1 ∨ m̄2),

where the last row defines the cardinality constraint with L = 2.

Figure 3 illustrates the quantum compilation process of the 2-LUT network obtained
decomposing the 3-input function f (x1, x2, x3), that consists of two subfunctions g and h where
f (x1, x2, x3) = h(g(x1, x2), x3). Recall that we use unitary operations Ug and Uh to compute g and h
using three qubits, where two qubits hold the input values and a third qubit that is initialized to
0 stores the output result. Figure 3c shows a quantum circuit that computes f as a composition
of g and h using five qubits: three data qubits for |x1〉, |x2〉, and |x3〉, and two ancillae, which
are initialized to |0〉. The circuit in figure 3c does not realize a unitary operation such as described
in (2.3), as the value for |g〉 still remains at the end of the computation. Since all unitary operations
are reversible, a value can be uncomputed by applying the inverse operation, as long as all
original input values for the computation are still available. Figure 3d illustrates how the inverse
operation can uncompute the intermediate value for g.

(b) Quantummemory management
In the previous section, we illustrated how decomposed functions can be mapped into quantum
circuits using ancillae. For a given Boolean function, there exist several decompositions, and for
each decomposition, there exist several mappings, which might require a different number of

2https://github.com/lsils/benchmarks.

https://github.com/lsils/benchmarks
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x1

x4

x5

x6

x2 x3 x1 x2 x3

f

f

g

h

g h g h g

|x1Ò
|x2Ò

|x3Ò
|0Ò |gÒ

|0Ò

|x1Ò
|x2Ò

|x3Ò
|0Ò

|0Ò

|x1Ò
|x2Ò

|x3Ò
|gÒ

| f Ò

|x1Ò
|x2Ò

|x3Ò
|gÒ

| f Ò

(b)(a) (c) (d )

Figure 3. An example of mapping a function f into a quantum circuit; (a) logic network implementing f ; (b) functional
decomposition of f as a directed acyclic graph; (c) quantum circuit implementing f that does not uncompute g, thereby leaving
an intermediate value that can interfere with quantum states in superposition; (d) does uncompute g by applying it again in
reverse order. (Online version in colour.)

y2

y1

a b

c d

e

f

a b c d e f d c b a
a b c d e d c b f a

a c a b d
b
e a c f a b d b

x1 x2
x4x3

|x1Ò
|x2Ò
|x3Ò
|x4Ò
|0Ò
|0Ò
|0Ò
|0Ò
|0Ò
|0Ò

|x1Ò
|x2Ò
|x3Ò
|x4Ò
|0Ò
|0Ò
|0Ò
|0Ò
|0Ò

|x1Ò
|x2Ò
|x3Ò
|x4Ò
|0Ò
|0Ò
|0Ò
|0Ò

|x1Ò
|x2Ò

|y1Ò
|y2Ò

|x3Ò
|x4Ò
|0Ò
|0Ò
|0Ò
|0Ò

|x1Ò
|x2Ò

|y1Ò

|y2Ò

|x3Ò
|x4Ò
|0Ò

|0Ò
|0Ò

|x1Ò
|x2Ò

|y1Ò

|y2Ò

|x3Ò
|x4Ò
|0Ò

|0Ò

(e)

(b)

(a)

(c)

(d )

Figure 4. (a) Decomposition graph for 4-input/2-output function; (b) Bennett mapping [32]; (c) eager mapping [11]; (d)
mapping using pebbling strategies [33]; (e) resource usage histograms [33]. (Online version in colour.)

ancillae. This motivates the need for effective quantum memory management strategies that map
a decomposition into a quantum circuit using a given number of qubits.

Figure 4 illustrates three strategies of how one decomposition can be mapped into a quantum
circuit using a different number of ancillae. The graph in figure 4a shows a decomposition
of two Boolean functions y1 and y2 into six subfunctions a, . . . , f , where the subfunction a
is shared by both functions. Figure 4b shows the mapping into a quantum circuit using the
Bennett strategy [32], in which first all intermediate and function values are computed, and then
all intermediate values are uncomputed. This strategy uses one ancilla for each subfunction,
therefore leading to l = 4 ancillae and 10 qubits for the overall quantum circuit. We emphasize
time spans in which an ancilla carries an intermediate value by drawing it with a thick red
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line. As an alternative to the Bennett strategy, one can uncompute intermediate values eagerly
as illustrated in figure 4c, where intermediate values for b, c and d are not needed after e
has been computed. The uncomputation frees up an ancilla that can now be used to compute
f , and therefore one less ancilla is needed. Mappings that use fewer qubits can be achieved
by permitting to temporarily uncompute intermediate values. Such a strategy is illustrated in
figure 4d. However, fewer qubits also result in an increase in computation and uncomputation
steps. Consequently, the aim is to find a mapping sequence that leads to the fewest number
of computation and uncomputation steps, while maximally using the available qubits. The
checkerboards in figure 4e illustrate qubit utilization: each row corresponds to an ancilla, each
column corresponds to a time step, and a cell is filled black if the qubit holds a computed value
in that time step.

In order to find mapping strategies that lead to the fewest number of computation and
uncomputation steps, we exploit an analogy to the reversible pebble game [21]. A solution to the
reversible pebble game yields a feasible mapping strategy for the quantum memory management
problem [33]. The reversible pebble game is played on a directed acyclic graph G = (V, E) with a
set of outputs O ⊆ V. Each state in the game is described in terms of a configuration C ⊆ V, which
is a subset of vertices that are assigned pebbles. The goal of the game is to find a sequence of
configurations C1 = ∅, C2, . . . , Ck = O such that v ∈ (Ci � Ci+1) implies that w ∈ (Ci ∩ Ci+1) for all
(w, v) ∈ E. In other words, a pebble can only be added or removed from a vertex v if all its children
w are pebbled. We call such a sequence C1, . . . , Ck a p-solution if |Ci| ≤ p for all i. We derive a
sequence of computation and uncomputation steps from a valid p-solution to a pebble game if p
ancillae are available. The input graph G is the decomposition graph. Operation j is computed at
time step i, whenever j ∈ Ci ∩ Ci+1, and uncomputed at time step i, whenever j ∈ Ci ∩ Ci+1.

The formal description of the reversible pebble game can readily be expressed in terms of a SAT
problem which solves the decision problem Does there exist a p-solution with k steps?, initialized
with some lower bound for k that is incremented until a solution exists. The SAT problem is
expressed over variables v(s) for each v ∈ V and 0 ≤ s ≤ k, where v(s) is supposed to be true, if and
only if v ∈ Cs, i.e. whether v is pebbled at step k. Initially, no vertex is pebbled and eventually all
the output vertices must be pebbled:

∧
v∈V

v̄(0) and
∧

v∈V\O

v̄(k) ∧
∧
v∈O

v(k). (3.7)

The following clauses ensure a correct transition from one configuration to the next one:

∧
v∈V

⎛
⎝(v(s) ⊕ v(s+1)) ⇒

∧
(w,v)∈E

w(s) ∧ w(s+1)

⎞
⎠ (3.8)

for all 0 ≤ s < k. Finally, the cardinality constraint

∑
v∈V

v(s) ≤ p (3.9)

for all 1 ≤ s ≤ k ensures that at each step no more than p vertices are pebbled. A comparison
between the Bennett strategy and the SAT-based strategy is presented in [33], with a focus on
the trade-off between qubits and quantum operations.

The above approach guarantees termination if there exists a p-solution. Otherwise, the SAT
formula is unsatisfiable for all k. In this case, it is difficult to analyse whether the formula is
unsatisfiable because k is still too large or whether there exists no solution. The problem lies in
the underlying methodology of increasing k until a solution is found, which is also referred to as
bounded model checking [34]. Alternative methods with the ability to prove that no solution can
exist, are property-directed reachability [35,36] or fixed-point computation [37]. However, these
methods cannot guarantee to find a solution with the smallest k.
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(c) ESOP-based synthesis
An exclusive sum-of-products (ESOP) form is an exclusive sum (using the ‘⊕’) operator of product
terms. Each Boolean function can have several different ESOP forms, e.g. one can express x1 ∨ x2
as x1 ⊕ x2 ⊕ x1x2 or as 1 ⊕ x̄1x̄2. ESOP forms are useful in quantum compilation since they allow
us to decompose a single-target gate into a sequence of generalized Toffoli gates. More precisely,
if f has the ESOP form c1 ⊕ c2 ⊕ . . . ⊕ ck, where each ck is a product term, then

Uf = Uc1 Uc2 . . . Uck . (3.10)

The above-mentioned example for the OR function can therefore be interpreted in the quantum
circuit model as follows:

x1

x1

x1

x2

x2

x2

x1
x2

y
= =

y ( )

(3.11)

By finding an ESOP form for the control function of a single-target gate, one can use some of the
several presented Toffoli gate compilation techniques (e.g. [38–40]). A good heuristic to reduce
the compilation cost of a single-target gate using this method is to find a short ESOP with a fewer
number of product terms.

A SAT-based algorithm to find an ESOP form for an n-variable Boolean function f (x1, . . . , xn)
with the minimum number of product terms has been presented in [41] based on ideas in [42].
We follow a similar strategy as in the previous section by solving the decision problem Does there
exist an ESOP form for f with k gates? starting from some lower bound on k, increasing k until a
satisfying solution has been found. The SAT problem is expressed over Boolean variables pj,i and
qj,i for 1 ≤ i ≤ n and 1 ≤ j ≤ k, where pj,i is true, if and only if xi is contained in the jth product
term and qj,i is true, if and only if x̄i is contained in the jth product term. The SAT formula further
contains variables zj,l for 1 ≤ j ≤ k and 0 ≤ l < 2n. For all values l = (b1 . . . bn)2, the clauses

k∧
j=1

n∧
i=1

(z̄j,l ∨ (bi ? q̄j,i : p̄j,i)) and
k∧

j=1

(
zj,l ∨

n∨
i=1

(bi ? qj,i : pj,i)

)
(3.12)

ensure that if zj,l = 1, then the jth product term evaluates to 1 for assignment b1, . . . , bn and if
zj,l = 0, then the jth product term evaluates to 0 for assignment b1, . . . , bn, where the if-then-else
operator c ? t : e returns t if condition c is true and e otherwise. Note that in (3.12) all conditions of
the if-then-else operators are constants. Finally, the XOR constraint

k⊕
j=1

zj,l = f (b1, . . . , bn) (3.13)

guarantees that an odd number of zj,ls evaluate to 1 if function f evaluates to 1 for the input
assignment b1, . . . , bn, and to 0, otherwise. The XOR constraint in (3.13) is the only constraint that
involves the input function; it can be translated into clauses by adding auxiliary variables and
applying encoding schemes such as the one presented by Tseytin [43]. Results relative to this
encoding are reported in [41].

(d) Spectral-based synthesis
An interesting subclass of quantum circuits are those that can be constructed using only CNOT
gates and Rz gates. Such circuits are characterized by the phase polynomial representation (e.g. [44–
46]). A phase polynomial representation for a unitary 2n × 2n matrix U over n qubits is a tuple
(A, (θ1, f1), . . . , (θk, fk)), where A ∈ GLn(B) is a linear Boolean matrix, θi are real-valued angles, and
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fi are linear Boolean functions over n variables. A phase polynomial representation describes the
matrix

U : |x〉 �→
⎛
⎝ k∏

i=1

eiθi fi(x)

⎞
⎠ |Ax〉. (3.14)

Conversely, it can be shown that matrices obtained from a phase polynomial representation can
always be represented by a quantum circuit using only CNOT and Rz gates. A simple way to get
familiar with the phase polynomial representation is to read a phase polynomial representation
from a quantum circuit.

T
e

ip
4 )) |x1x2Ò|x2Ò

|x1Ò
x1

(x1 + x2 – (x1
x1 x1

x2 x2T † T

x2 (3.15)

The phase polynomial representation for this circuit is(
I,
(π

4
, x1

)
,
(π

4
, x2

)
,
(
−π

4
, x1 ⊕ x2

))
, (3.16)

where I is the 2 × 2 identity matrix. This linear matrix can be obtained by considering the action
on the qubits performed exclusively by all CNOT gates.

By observing that x1 ⊕ x2 = x1 + x2 − 2x1x2, the operation performed by the quantum circuit
in (3.15) is e(iπ/2)x1x2 |x1x2〉, which is the controlled-S gate [17].

The controlled-controlled-Z operation, or CCZ in short, performs the action

CCZ|x1x2x3〉 = eiπx1x2x3 |x1x2x3〉 (3.17)

and is represented by the unitary matrix diag(1, 1, 1, 1, 1, 1, 1, −1). Since

4x1x2x3 = x1 + x2 + x3 − (x1 ⊕ x2) − (x1 ⊕ x3) − (x2 ⊕ x3) + (x1 ⊕ x2 ⊕ x3), (3.18)

one can derive that a phase polynomial representation for the CCZ gate is [44](
I,
(π

4
, x1

)
,
(π

4
, x2

)
,
(π

4
, x3

)
,
(
−π

4
, x1 ⊕ x2

)
,
(
−π

4
, x1 ⊕ x3

)
,

×
(π

4
, x2 ⊕ x3

)
,
(π

4
, x1 ⊕ x2 ⊕ x3

))
. (3.19)

There are many possible quantum circuits that represent this phase polynomial representation,
one example is

= eip|x2Ò
|x3Ò

|x1Ò

|x1x2x3Ò
T

T

T T

T †

T † T †

x1x2x3 (3.20)

The T and T† gates from left to right are applied to the polynomials x1, x2, x1 ⊕ x2, x3, x1 ⊕ x3,
x1 ⊕ x2 ⊕ x3 and x2 ⊕ x3. Since HZH = X, the circuit construction can be used to find a quantum
circuit over the Clifford+T gate basis:

=

H H

=

H

T

T

T

T†

T† T T† H

(3.21)

In [47], the authors showed how to extract and realize phase polynomial representations for
single-target gates based on the work presented in [48,49].

We next describe a SAT-based algorithm that finds a circuit with the smallest number of CNOT
gates to realize a given phase polynomial representation (A, (θ1, f1), . . . , (θk, fk)) over n qubits [50].
The algorithm solves decision problems of the form Does there exist a CNOT+Rz circuit with S
CNOT gates? starting from some lower bound on S, then incrementing S until a satisfying solution
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is found. The SAT formula is expressed over variables a(s)
i,j with 1 ≤ i, j ≤ n and 0 ≤ s ≤ S that

represent the linear operation of the quantum circuit after the sth CNOT gate. Furthermore,
variables c(s)

i and t(s)
i for 1 ≤ i ≤ n and 1 ≤ s ≤ S are used to represent the position of the control

and target line for the sth CNOT gate. Finally, variables p(s)
i,l for 1 ≤ i ≤ n, 1 ≤ l ≤ k, and 1 ≤ s ≤ S

indicate whether the linear function on qubit i at step s matches the parity term fl in the given
phase polynomial representation; and variables q(s)

l for 1 ≤ l ≤ k and 1 ≤ s ≤ S indicate whether a
parity term has been realized on any qubit at step s or before.

The following constraints need to be satisfied in order to find a valid solution. First, the initial
linear transformation at step 0 is the identity transformation and the final linear transformation
at step S should match A, i.e.

∧
1≤i,j≤n

[a(0)
i,j = δij] and

∧
1≤i,j≤n

[a(S)
i,j = Ai,j] (3.22)

where δij is the delta function δij = [i = j]. Next, there can be exactly one control and one target at
each step, and they must be on different qubits:

∧
1≤i<j≤n

[
(c̄(s)

i ∨ c̄(s)
j )(t̄(s)

i ∨ t̄(s)
j )
]

∧ (c(s)
1 ∨ . . . ∨ c(s)

n ) ∧ (t(s)
1 ∨ . . . ∨ t(s)

n ) ×
∧

1≤i≤n

(c̄(s)
i ∨ t̄(s)

i ) (3.23)

for all 1 ≤ s ≤ S. More clauses ensure that the linear transformation at step s changes from the
transformation at step s − 1 according to the CNOT gate at step s. First, no change takes place if
the target is not on some qubit, i.e.

∧
1≤i≤n

∧
1≤j≤n

(
t̄(s)
i ⇒ (a(s−1)

i,j = a(s)
i,j )
)

=
∧

1≤i≤n

∧
1≤j≤n

(t(s)
i ∨ ā(s−1)

i,j ∨ a(s)
i,j )(t(s)

i ∨ a(s−1)
i,j ∨ ā(s)

i,j ), (3.24)

for all 1 ≤ s ≤ S. Second, the row of the control line needs to be added to the target line, i.e.

∧
1≤i,i′≤n

i�=i′

∧
1≤j≤n

(
(c(s)

i ∧ t(s)
i′ ) ⇒ (a(s)

i′,j = a(s−1)
i′,j ⊕ a(s−1)

i,j

)

=
∧

1≤i,i′≤n
i�=i′

∧
1≤j≤n

(c̄(s)
i ∨ t̄(s)

i′ ∨ ā(s)
i′,j ∨ ā(s−1)

i′,j ∨ ā(s−1)
i,j )(c̄(s)

i ∨ t̄(s)
i′ ∨ ā(s)

i′,j ∨ a(s−1)
i′,j ∨ a(s−1)

i,j )

× (c̄(s)
i ∨ t̄(s)

i′ ∨ a(s)
i′,j ∨ ā(s−1)

i′,j ∨ a(s−1)
i,j )(c̄(s)

i ∨ t̄(s)
i′ ∨ a(s)

i′,j ∨ a(s−1)
i′,j ∨ ā(s−1)

i,j ), (3.25)

for all 1 ≤ s ≤ S.
The clauses so far guarantee that the linear function of the circuit according to the CNOT

gates is computed correctly. Finally, we need to ensure that all parity terms fl are realized at some
step by some qubit. We do this in two steps. First, variables p(s)

i,l are true whenever the linear
transformation after step s on qubit i matches the parity term fl, ensured by

∧
1≤i≤n

⎛
⎝p(s)

i,l ⇒
∧

1≤j≤n

(a(s)
i,j = [xj ∈ fl])

⎞
⎠=

∧
1≤i≤n

∧
1≤j≤n

⎧⎪⎨
⎪⎩
(

p̄(s)
i,l ∨ a(s)

i,j

)
if xj ∈ fl(

p̄(s)
i,l ∨ ā(s)

i,j

)
if xj /∈ fl

(3.26)

for all 1 ≤ s ≤ S. Note that xj ∈ fl means that xj is in the parity term fl. Finally, we use variables q(s)
l

to assert that parity term l was realized on some qubit at step s or before, and then assert that all
parity terms must have been realized at the final step S:

q(s)
l =

∨
1≤i≤n

p(s)
i,l ∨ q(s−1)

l for 1 ≤ s ≤ S, and
∧

1≤l≤k

q(S)
l . (3.27)

Circuits obtained solving the problem as encoded in this section can be found in [50].
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4. Conclusion
In this work, we described a hierarchical compilation flow based on LUT-networks that is
particularly efficient when the quantum system is constrained. We proposed different SAT-
based algorithms that are used to find an optimal solution to several critical subproblems of the
compilation flow. Because SAT methods are not scalable, they find a suited application in the
hierarchical quantum compilation flow where complex problems are decomposed into smaller
ones. Nevertheless, they can also be applied to large problems when combined with heuristics.

We provide open source implementations for all mentioned algorithms in the EPFL logic
synthesis libraries [51], namely tweedledum,3 caterpillar,4 easy5 and mockturtle.6

The algorithms are able to solve several interesting problems. Nonetheless, there are open
problems which still seek solutions. For SAT-based k-LUT mapping, it is interesting to investigate
how associating a cost function with each LUT may improve the final result. For example, it
is possible to consider the cost of each LUT after being decomposed into elementary quantum
gates, as experimented in a heuristic solution in [52]. Similarly, it would be interesting to consider
resource-constrained reversible pebble games, which would enable to prefer solutions where
expensive computations are less often computed and uncomputed. In addition, the relation
between ESOP minimality and actual implementation cost is worth being investigated, as, e.g.
done in [53] by proposing a cost-minimal ESOP synthesis. Finally, to better address the hardware
capabilities for the quantum devices, it is desirable to consider layout constraints such as qubit
coupling constraints in the decompositions, as, e.g. done in [54,55].
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