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Abstract—We propose effective algorithms for exact synthesis
of Boolean logic networks using satisfiability modulo theories
(SMTs) solvers. Since exact synthesis is a difficult problem, it
can only be applied efficiently to very small functions, having
up to six variables. Key in our approach is to use majority-
inverter graphs (MIGs) as underlying logic representation as
they are simple (homogeneous logic representation) and expres-
sive (contain AND/OR-inverter graphs) at the same time. This
has a positive impact on the problem formulation: it simplifies
the encoding as SMT constraints and also allows for various
techniques to break symmetries in the search space due to the
regular data structure. Our algorithm optimizes with respect
to the MIG’s size or depth and uses different ways to encode
the problem and several methods to improve solving time, with
symmetry breaking techniques being the most effective ones. We
discuss several applications of exact synthesis and motivate them
by experiments on a set of large arithmetic benchmarks. Using
the proposed techniques, we are able to improve both area and
delay after lookup table (LUT)-based technology mapping beyond
the current results achieved by state-of-the-art logic synthesis
algorithms.

Index Terms—Boolean satisfiability, exact synthesis, logic
rewriting, logic synthesis, majority logic.

I. INTRODUCTION

M INIMUM logic networks are of high interest in logic
synthesis as they offer strong opportunities for logic

optimization. Exact synthesis is the task of finding an optimum
logic network representation for a given input specification.
Optimality typically addresses the size of the network, i.e., the
number of gates, or the depth of the circuit, i.e., the length of
the critical path. Exact synthesis is a special instance of the
minimum circuit size problem (MCSP, [1]) which is also inten-
sively studied in the computational complexity community and
conjectured to be a difficult problem (see [2], [3]).
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Implicit enumerative algorithms are considered the most
practical ones to solve exact synthesis [4]. These algorithms
solve exact synthesis using constraint satisfaction and opti-
mization techniques such as integer linear programming [5]
or Boolean satisfiability [6].

The efficiency of implicit enumerative algorithms for exact
synthesis depends mainly on: 1) the size or depth of the
optimum representation; 2) the encoding of the problem for-
mulation as constraint satisfaction problem; and 3) the ability
to trim the search space, e.g., due to symmetric solutions.
These three are hard to fulfill equally well at the same time.
For example, a rich gate library allows for compact logic
networks; however, it impedes to encode the problem and
to formulate constraints for symmetry breaking. On the other
hand, a minimalist gate library such as NAND gates allows for a
simple encoding and a lot of regularity for symmetry breaking
constraints, but has larger optimum network representations.

In this paper, we propose to use majority-inverter graphs
(MIGs, [7]) as network representation for exact synthesis, as it
addresses the three requirements equally well. MIGs are homo-
geneous logic networks that only have the majority-of-three
operation and inversion as logic operations. This makes MIGs
simple but yet expressive at the same time, since they contain
AND/OR-inverter graphs (AOIGs, see [8], [9]). This allows
for a simple encoding while also offering a compact network
representation. One striking example is that all functions of
three variables are representable with MIGs with at most two
logic levels, but require up to four logic levels in AOIGs. In
addition, the rich algebraic properties of MIGs support sym-
metry breaking. Several heuristics for MIG optimization have
been proposed in the past (see [7], [10]–[15]).

We solve the task of exact synthesis using MIGs by encod-
ing the problem as an instance of the satisfiability modulo
theories (SMT, [16]) problem. We provide an in-depth descrip-
tion of how to encode exact synthesis to SMT for both explicit
and implicit representations of the input specification. The
exact synthesis algorithm can generate optimum MIGs based
on a truth table representation but also based on a nonoptimal
MIG. Due to the encoding to SMT formulas the algorithm
is general and can in principle be used for many different
cost criteria (see also [5]). We show how it can be used to
find size-optimum and depth-optimum MIGs. Various sym-
metry breaking techniques are able to reduce the number of
solutions and have a tremendous impact on the runtime.

As the (apparent) complexity of the MCSP limits an effi-
cient applicability of the proposed algorithm to only small
functions (with up to six variables), it first becomes truly pow-
erful when embedded into heuristic algorithms. In fact, we
show how the proposed exact algorithm can be transformed
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into a heuristic itself. We illustrate several logic synthesis
applications that make use of exact synthesis as part of their
algorithmic description.

Experimental results show that with algorithms based on
exact synthesis heavily optimized MIGs can be further opti-
mized in size and depth. We were able to improve the best
results of the arithmetic EPFL benchmarks in both cost cri-
teria. The current best results are produced by the strongest
and-inverter graph (AIG) and MIG optimization scripts from
Berkeley and EPFL groups, hence, our improvements advance
the state-of-the-art in logic optimization.

II. RELATED WORK

Synthesis algorithms to find optimal and optimum network
realizations can be divided into three categories [4]: 1) algo-
rithms based on functional decomposition (see [17]–[20]);
2) algorithms based on explicit (see [9], [21]–[23]) or implicit
network enumeration (see [5], [6], [24]–[28]); and 3) hybrid
approaches that are based on both functional and struc-
tural properties (see [4], [29], [30]). Our approach is based
on implicit enumeration. The associated techniques, besides
hybrid approaches, is considered the most practical ones [4].
We only focus on algorithms from these two categories in
the remaining discussion. Further information on the other
algorithms is described in [4].

One of the first algorithms to find optimum circuit
realizations with implicit enumeration was proposed by
Muroga and Ibaraki [5]. They present a method based on inte-
ger linear programming. Although they put an emphasis on the
synthesis of multilevel NOR networks, their approach is generic
and can take into account several other network restrictions.

Ernst [4] has thoroughly investigated the problem of optimal
multilevel logic synthesis. Her algorithm is implemented using
a branch-and-bound method similar to the ones proposed by
Davidson [29] and Culliney et al. [30]. The algorithm allows
to handle different synthesis options and can be adapted to
various cost criteria. Also, being based on branch-and-bound,
the algorithm can easily be adapted to relax the optimality
guarantee and find networks of near-optimal cost.

Knuth [6] has shown an SAT encoding to find size-optimum
networks consisting of binary logic gates, borrowing ideas
presented in [27] and [28]. His formulation requires the input
function to be represented as a truth table and he shows how
symmetry breaking and the restriction to normal functions can
reduce the search space, borrowing previous ideas presented
for explicit network enumeration [23].

The striking advantage of using an SAT or an SMT-based
approach is that advances in new solvers directly influence
the performance of our exact synthesis algorithm. Techniques
used in branch-and-bound algorithms, such as presented in [4],
mimic a lot of techniques that are implemented inside SAT and
SMT solvers, however, tailored for the dedicated use of exact
synthesis. This may be advantageous at the time the algorithm
is implemented but not sustainable in the long run as SAT
and SMT progress cannot affect such an application specific
implementation.

III. NOTATION AND DEFINITIONS

A. Boolean Functions

In this paper, we are concerned with Boolean functions
f : Bn → B that map n input truth values to one output

truth value. The central function in this paper is the majority-
of-three function. The majority function of three Boolean
variables x, y, and z, denoted 〈xyz〉, evaluates to true if and
only if at least two of the three inputs are true. The majority
function is monotone and self-dual [23] and can be expressed
in disjunctive and conjunctive normal form as

〈xyz〉 = xy ∨ xz ∨ yz = (x ∨ y)(x ∨ z)(y ∨ z). (1)

Setting any variable to 0 gives the conjunction of the other
two variables, and analogously one obtains the disjunction by
setting any variable to 1, i.e., 〈0xy〉 = x∧ y and 〈1xy〉 = x∨ y.

We like to emphasize some basic identities of the majority
function which are essential for the forthcoming definition of
MIGs. First, all three arguments to the majority function are
commutative, i.e., 〈xyz〉 = 〈yxz〉 = 〈zxy〉. Also, the majority
function evaluates to a single argument if two arguments are
equal or inverse to each other, i.e., 〈xxy〉 = x and 〈xx̄y〉 =
y. Since the majority function is self-dual, inverters can be
propagated from the inputs to the outputs, i.e., 〈x̄ȳz̄〉 = 〈xyz〉.

The majority function can be generalized for an odd number
of n variables to 〈x1 . . . xn〉 = [x1 + · · · + xn > (n/2)]. Many
of the contributions in this paper can be generalized to this
general majority function, although the description is restricted
to 3-input majority functions in this paper. More details about
general majority functions and their properties can be found
in [31] and [32].

An interesting class of Boolean functions is the class of
symmetric Boolean functions which occur frequently through-
out this paper. Let 0 ≤ i1 < · · · < ik ≤ n be a given sequence
of distinct numbers ranging from 0 to n. Then

Si1,...,ik(x1, . . . , xn) = [x1 + · · · + xn ∈ {i1, . . . , ik}] (2)

is an n-variable symmetric function that evaluates to true if
and only if the number of 1s in the input assignment equals
a number in the given sequence. If the sequence of numbers
is the interval [0, ik] or [i1, n], we can write S≤ik or S≥i1 ,
respectively. These special cases are also called threshold func-
tions with unity weights.1 Majority functions are a special
case of threshold functions with unity weights and the gen-
eral n-variable majority function is described by the symmetric
function S≥�n/2�.

B. Majority-Inverter Graphs

An MIG is a combinational logic network that has
only majority-of-three and inverters as possible operations.
Together with a constant value, it is a universal represen-
tation, as one can represent conjunction using the majority
function, which forms a universal gate set together with inver-
sion. Formally, an MIG of size r over variables x1, . . . , xn is
a sequence (xn+1, . . . , xn+r) of gates that combine previous
gates using the majority function

xi = 〈abc〉 for n < i ≤ n+ r. (3)

Child gates are defined as a = xp1i
s1i , b = xp2i

s2i , and c = xp3i
s3i ,

where 0 ≤ s1i < s2i < s3i < i are indexes pointing to the
operands and 0 ≤ p1i, p2i, p3i ≤ 1 with p1i+ p2i+ p3i ≥ 2 are
the operands’ polarities. Note that the operands are ordered by
their index and that at most one of the operands is inverted.
This does not affect the universality of the representation due

1General threshold functions f (x1, . . . , xn) = [w1x1+· · ·+wnxn ≥ t] have
integer coefficients wi and an integer threshold value t (see [23]).
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Fig. 1. MIG for (a) full adder and (b) hidden weighted bit function.

to commutativity and inverter propagation. We define x0 = 0,
such that we can realize AND and OR using MAJ. Finally,
we define outputs f1, . . . , fm with

fi = xpi
si

for1 ≤ i ≤ m (4)

where 0 ≤ si ≤ n+ r and 0 ≤ pi ≤ 1.
The definition may seem quite involved at first sight, but in

practical examples the sequences are fairly simple.
Example 1: The sequence x4 = 〈x̄1x2x3〉, x5 = 〈x1x2x3〉,

and x6 = 〈x1x4x̄5〉 computes the full adder with sum s = x6
and carry-out cout = x5. The hidden weighted bit function [33]
is defined as hn(x1, . . . , xn) = xx1+···+xn with x0 = 0. The
sequence x5 = 〈0x̄1x4〉, x6 = 〈x1x3x̄5〉, x7 = 〈0x2x̄5〉, x8 =
〈x1x̄3x4〉, and x9 = 〈x6x7x8〉 computes h4(x1, x2, x3, x4) = x9.

The definition in (3) avoids some redundant representations.
First, since the majority operation is commutative, an order is
enforced on the operands. Second, we implicitly propagate
inverters by allowing at most one operand of an MAJ oper-
ation to be complemented. Note that this has no effect on
the universality and size of the representation, as inverters are
simply moved toward the outputs.

It is possible to represent and illustrate the sequence as a
directed graph with vertices for x0, . . . , xn+r and f1, . . . , fm.
The graph has edges from gates xi to its operands xs1i , xs2i ,
and xs3i for n ≤ i ≤ n+r. Also, we have edges from outputs fi
to gates or inputs xsi for 1 ≤ i ≤ m. Polarities are represented
using edge attributes: complements are indicated by a solid
black circle on the edge. One readily sees that the resulting
graph is acyclic.

Example 2: Fig. 1 shows the graph representations for
the full adder and the hidden weighted bit function from
Example 1. Note that the arrows of the edges are inverse to the
direction of computation. We chose this way of visualization
for a better understanding of the SMT encoding described in
the following section.

For convenience, we introduce the notation children(i) =
{s1i, s2i, s3i} and pol(i) = (p1ip2ip3i)2 for n < i ≤ n + r to
refer to the operands and polarities of a gate. A path is a
sequence i1, i2, . . . , ik such that:

1) i1 ≤ n, i.e., it starts in a constant or a primary input;
2) ij ∈ children(ij+1) for 1 ≤ j < k, i.e., it is connected via

gates;
3) there exists an l ∈ {1, . . . , m} such that sl = ik, i.e., it

ends in an output.

We refer to k as the length of the path. A longest path in an
MIG is called a critical path. If k is the length of a critical
path in an MIG, then the depth of the MIG is k − 1.

Example 3: The path 2, 4, 6 in the full adder example is a
critical path of length 3. The depth of the full adder is 2.

In order to compute the depth of an MIG we set levels
�i = 0 for i ≤ n and then compute levels �i for each gate
n < i ≤ n+ r

�i = max
{
�s1i , �s2i , �s3i

}+ 1. (5)

The depth of an MIG is then the maximum level over all
outputs

max
fi=x

pi
si

{
�si

}
. (6)

Two gates xi and xj are structurally equivalent if
children(i) = children(j), and pol(i) = pol(j). The gates are
functionally equivalent if xi and xj represent the same func-
tion. Structural equivalence implies functional equivalence and
is easy to detect. We make use of structural hashing to ensure
that no two gates in an MIG are structural equivalent. More
advanced techniques [34] can be employed to guarantee func-
tionally reduced MIGs in which gates that are functionally
equivalent (up to complementation) are merged into choice
nodes [35]. Multiple equivalent MIGs may be merged into a
single functionally reduced MIGs in order to reduce structural
bias in technology mapping [34], [36].

C. Cut Enumeration

A cut of a gate in an MIG is a subnetwork with a bounded
number of inputs. In order to formally define cut enumeration,
we need to define the notion of gate paths, denoted paths(i),
which are all paths that start from a primary input and termi-
nate in gate xi. Given an MIG of size r, we define paths(i) = i
for all 1 ≤ i ≤ n and

paths(xi) =
⋃

j∈children(i)
j =0

{paths(j), i}. (7)

Note that paths to constant zero are discarded. Let p =
i1, . . . , ik be a path, then for convenience we can treat p as a
set {i1, . . . , ik} when being applied to set operations.

Given an MIG of size r, a pair (i, L) consisting of a root
1 ≤ i ≤ n + r and leafs L ⊆ {1, . . . , n + r} is called a cut
(see [37]), if:

1) p∩L = ∅ for all p ∈ paths(i), i.e., all paths to xi contain
at least one leaf l ∈ L;

2) and for all l ∈ L there exists p ∈ paths(i) with l ∈ p,
i.e., each leaf is contained in at least one path.

A cut is called k-feasible, if |L| ≤ k and we denote all
k-feasible cuts of a gate xi as

cutsk(i) = {L | (i, L) is a cut and |L| ≤ k}. (8)

Each cut (i, L) describes a subgraph which may have gates
apart from xi and the ones in L. These gates are called internal
gates. All k-feasible cuts can be generated using the recursive
algorithm

cutsk(i) =

⎧
⎪⎨

⎪⎩

{{}} if i = 0

{{i}} if 1 ≤ i ≤ n

cutsk(si1)⊗k cutsk(si2)⊗k cutsk(si3) otherwise.
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The operation

M1 ⊗k M2 = {m1 ∪ m2 | m1 ∈ M1, m2 ∈ M2, |m1 ∪ m2| ≤ k}
is a saturating union over all combinations of subsets. An
exhaustive enumeration of all cuts in an MIG is feasible as
long as k ≤ 6 [38]. For k larger than 6, priority cuts provide
an alternative approach [38].

D. NPN Classification

Two functions f (x1, . . . , xn) and g(x1, . . . , xn) are NPN-
equivalent, if there exists a permutation σ ∈ Sn (with
Sn being the symmetric group over {1, . . . , n}) and polar-
ities p, p1, . . . , pn ∈ B such that f (x1, . . . , xn) =
gp(xp1

σ(1), . . . , xpn
σ(n)), i.e., g can be made equivalent to f by

negating inputs, permuting inputs, or negating the output.
NPN-equivalence is an equivalence relation that partitions the
set of all Boolean functions over n variables into a smaller
set of NPN classes. As an example all 22n

Boolean functions
over n variables can be partitioned into 2, 4, 14, 222, 616 126
NPN classes for n = 1, 2, 3, 4, 5. As the representative of each
NPN class, we take the function with the smallest truth table,
when truth tables are viewed as a binary number of 2n bits.
For a detailed introduction into NPN classification the reader
is referred to [39] and [40].

IV. EXACT SYNTHESIS

This section describes the exact synthesis formulation as
SMT problem in detail. After the next section provides some
general introductory comments, the subsequent sections deal
with the encoding of the variables and constraints in the SMT
formulation.

A. Generalities

Exact synthesis describes the optimization problem of find-
ing the optimum MIG xn+1, . . . , xn+r that realizes a given
function f : Bn → B, i.e., f = xp

n+r for some p. As cost
criteria we consider in this paper MIGs with:

1) the smallest size r (referred to as size-optimum);
2) the smallest depth within the MIGs of smallest size

(referred to as size/depth-optimum);
3) the smallest size within the MIGs of smallest depth

(referred to as depth/size-optimum).
The second and third criteria have both size and depth as
objectives but in alternating roles for the primary and sec-
ondary objective. As an example, in size/depth-optimum MIGs,
the size is the primary objective.

The large amount of different MIG structures rule out direct
algorithms to solve this optimization problem. Instead, we pro-
pose to solve the optimization problem by solving a sequence
of decision problems (see also [41]). The decision problem
asks whether there exists an MIG of a given size r and a
given maximum depth d that realizes f . Then, the decision
problem is

∃xn+1, . . . , xn+r ∃p :
(
xp

n+r = f
) ∧ (�n+r ≤ d). (9)

Note that �r corresponds to the depth of the overall MIG, as
it has only one output.

We refer to the decision problem in (9) as HasMIG( f , r, d)
and it either returns an MIG xn+1, . . . , xn+r and output polarity
p, if one exists, or false otherwise.

For size-optimum MIGs the depth is irrelevant. Then, the
clause (�n+r ≤ d) is removed from (9) and the decision
problem is referred to as HasMIG( f , r).

The decision problem can be solved using an SMT solver,
if we find an encoding for the existentially quantified variables
and for the equivalence and depth constraint on the right-
hand side of (9). The remainder of this section describes the
encoding of the variables, which are essentially the operands
s1i, s2i, s3i and the polarities p1i, p2i, p3i, and the encoding of
the constraints.

We will use a simple preprocess to check whether f can be
represented without any gate, i.e., HasMIG( f , 0) is satisfiable.
This is true, if and only if f is constant or f = xp

i for some
i and some p. We do not need to utilize an SMT solver for
such a simple check and therefore assume that r > 0 when
describing the encoding for the SMT solver.

B. Encoding of Variables

According to the definition of MIGs we introduce inte-
ger variables s1i, s2i, s3i and Boolean variables p1i, p2i, p3i for
each n < i ≤ n + r and one other Boolean variable p for
the output polarity. Also, to follow the definition we need to
add constraints to ensure: 1) that there are no cycles; 2) that
the children are ordered; and 3) that at most one child is
complemented.

Cycles are avoided by adding the constraint

sci < i for 1 ≤ c ≤ 3. (10)

The constraint

(s1i < s2i) ∧ (s2i < s3i) (11)

ensures that the children are ordered. Finally

(p1i ∨ p2i)(p1i ∨ p3i)(p2i ∨ p3i) (12)

ensures that at most one children is complemented. Note
that (12) is the conjunctive normal form of the majority
operation (1).

C. Encoding of the Equivalence Constraint

We propose two ways to encode the equivalence constraint
depending on the representation of f , which can be either
explicit in terms of a truth table or symbolic, e.g., in terms of
a Boolean expression or a logic circuit, e.g., a nonoptimized
MIG.

1) Explicit Function Representation: In this case f is rep-
resented as a truth table with truth values for all 2n input
assignments. The idea is to “copy” each majority gate with
index i ∈ {n + 1, . . . , n + r} for each input assignment
t ∈ {0, . . . , 2n − 1}. Each copy represents the simulation of
one input assignment. The copies are “connected” by the sci
and pci (for 1 ≤ c ≤ 3) variables which have the same values
in each copy, since they represent the structure of the MIG.
For each gate xi in each copy t four Boolean variables a(t)

1i ,
a(t)

2i , a(t)
3i , and b(t)

i encode the simulation values of the input
assignment in the MIG. The variables a(t)

ci represent the value
at input c of gate xi and the variable b(t)

i represents the value
at the output of gate xi.

We need to add constraints that ensure: 1) the semantics
of the majority functionality of each gate; 2) the propagation
of simulation values through the circuit; and 3) the correct
function value at the root gate k.
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Fig. 2. Explicit function representation.

a) Majority functionality: The formula

b(t)
i = 〈a(t)

1i a(t)
2i a(t)

3i 〉 (13)

ensures the correct functionality of the gate, i.e., the output
value b(t)

i of the gate xi is the majority of the gate’s three
input values a(t)

1i , a(t)
2i , and a(t)

3i for all assignments t.
b) Input connections: Constraints on the input connec-

tions are given in terms of implications of the variables sci,
where c ranges from 1 to 3. The constraint

(sci = j)→
(

a(t)
ci = b(t)

j ⊕ p̄ci

)
(14)

ensures that values are propagated correctly through the MIG
that is represented by the s- and p-variables. In (14), j ranges
from 0 to i − 1 and we define b(t)

0 = 0 and b(t)
j is the tth bit

in the truth table representation of xj when 1 ≤ j ≤ n.
c) Function semantics: Finally, the correct function

semantics is ensured by the formula

b(t)
n+r = p̄⊕ f (t). (15)

Note that n+ r is the largest node index and therefore refers
to the root node.

The encoding is illustrated by means of Fig. 2. The “ ”
together with the polarity variable p next to it represent a
conditional edge complement, which is assumed to exist if
p = 0. Note that each node xi is copied r−1 times; the output
node xn+r is shown explicitly, since its output value b(t)

n+r in
polarity p must be equal to f (t). Hence, all r nodes are copied
2n times for each entry t in the truth table. Also note that
node xi can have more than one ingoing edge, if more than
one parent points to it.

2) Symbolic Function Representation: In case f is repre-
sented symbolically, the equivalence constraint is encoded by
universally quantifying over the input variables

∀x1, . . . , xn : (bn+r ⊕ p) = f . (16)

In (16) f is assumed to be the function value of f through some
encoding, e.g., Tseytin encoding [42] or EMS encoding [43].
The expression bn+r represents the output value of the root
gate xn+r. The output expressions bi are

bi = 〈a1ia2ia3i〉 (17)

Fig. 3. Symbolic function representation.

with input expressions

aci =
i−1∧

j=0

(
(sci = j)→ p̄cl ⊕ bj

)
(18)

for all n < i ≤ n+ r and 1 ≤ c ≤ 3. The value of aci depends
on the variables sci and pci. Variable sci determines the value of
the input depending on where it points to. As in the explicit
encoding we have b0 = 0 and bj = xj for 1 ≤ j ≤ n. The
variable pci determines the polarity of that value. SMT solvers
can use tactics such as quantifier elimination in order to handle
the universal quantifiers in (16).

In contrast to the encoding where f is explicitly represented,
the variables aci and bi variables are not existentially quantified
since they depend on the values of xi. Since bi depends on the
aci variables and the aci variables in turn depend on variables
bi′ with i′ < i, the expressions in (17) and (18) result in a
large nested “let” expression.

The encoding for a symbolic function representation is illus-
trated by means of Fig. 3. In contrast to the encoding for the
explicit function representation, the variables are not copied
for each input assignment. The XOR gate that connects the
output value of the root node xn+r with the output of the
encoded f is set to 0 at its output, what ensures the function
semantics for the MIG.

3) Soundness: Soundness follows immediately from the
construction of the SMT formula as we reuse the exact same
variables appearing in the definition of an MIG as variables
in the SMT formula. We add a- and b-variables to encode the
evaluation of the function f . The b values are related to the
a-variables of the same gate via the majority operation and
the a values are related to b-variables of lower gates via cor-
responding s- and p-variables which encode the structure of
the MIG.

D. Encoding of the Depth Constraint

When considering depth constraints we are interested in
finding an MIG which depth does not exceed a given value d,
or in other words the level �n+r of the output gate does not
exceed d. We add four additional integer variables �1i, �2i, �3i,
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Algorithm 1: Exact Synthesis for Size-Optimum MIGs
Input : Function f : Bn → B
Output : Size-optimum MIG (xn+1, . . . , xn+r), p

1 set r← 0;
2 while true do
3 if HasMIG( f , r) then
4 return (xn+1, . . . , xn+r), p
5 else
6 set r← r + 1;
7 end
8 end

and �i for each gate n < i ≤ n + r to the SMT formula-
tion, where �ci encodes the level of input c at gate xi and �i
encodes the depth at the output of gate xi as in (5). Three types
of constraints are required to ensure a correct interpretation.
As described above, the case r = 0 is checked explicitly, and
therefore we can assume that d > 0 when encoding the SMT
formula.

a) Gate depth: The formula

�i = max{�1i, �2i, �3i} + 1 (19)

constrains that each gate’s level is the maximum level of its
children incremented by 1.

b) Depth propagation: The constraints

(sci = j)→ (
�ci = �j

)
for n < i ≤ n+ r (20)

where �j = 0 for j ≤ n ensure that the depth values are
correctly propagated through the circuit, similar to how the
constraints (14) ensure a correct propagation of simulation
values.

c) Depth bound: Finally, the formula

�n+r ≤ d (21)

restricts the maximum depth, i.e., the depth of the output gate
xn+r, to the given bound d.

V. SYNTHESIS ALGORITHMS

This section describes how to utilize the decision problems
HasMIG( f , k) and HasMIG( f , k, d) in order to find optimum
MIGs with respect to the three cost criteria introduced in the
previous section.

A. Size-Optimum Synthesis

Algorithm 1 describes the simplest algorithm that guar-
antees size-optimum results. Input is a Boolean function
f : Bn → B and it returns a size-optimum MIG. The call
to HasMIG( f , r) in line 3 is either unsatisfiable or returns
a solution that is extracted from the satisfying assignment
to the existentially quantified variables. Note that xn+i =
〈xp1i

s1i xp2i
s2i xp3i

s3i 〉 is composed of six variables in the SMT instance.
Also the output polarity p is returned. Then f = xp

n+r, after
the algorithm terminated. In order to guarantee a size-optimum
result r is initially set to 0 and incremented as long as no MIG
of size r can be found.

Instead of a linear search for an optimum size r, the algo-
rithm can also be implemented using binary search. This
is enabled due to the following lemma, which states that
HasMIG( f , r) has a monotonic behavior.

Algorithm 2: Exact Synthesis for Size/Depth-Optimum
MIGs

Input : Function f : Bn → B
Output : Size/depth-optimum MIG (xn+1, . . . , xn+r), p

1 set r← 0;
2 while true do
3 if HasMIG( f , r) then
4 set d← 0;
5 while true do
6 if HasMIG( f , r, d) then
7 return (xn+1, . . . , xn+r), p
8 else
9 set d← d + 1;

10 end
11 end
12 else
13 set r← r + 1;
14 end
15 end

Lemma 1: If HasMIG( f , r) is satisfiable, then also
HasMIG( f , r + 1) is satisfiable.

Proof: Let xn+1, xn+2, . . . , xn+r with f = xp
n+r for some p be

a solution to HasMIG( f , r). Then x′n+1 = xn+1, . . . , x′n+r−1 =
xn+r−1, x′n+r, x′n+r+1 = xn+r with f = (x′n+r+1)

p is a solution
to HasMIG( f , r + 1) where x′n+r = x′n+i for i ∈ {1, . . . , r −
1, r + 1} can be chosen arbitrarily.

The gate x′n+r then has no parent and also no output points
to it. Since all children of a majority gate need to be different
according to the definition of MIGs, we cannot simply add a
gate xn+r+1 = 〈xn+rxn+rxn+r〉.

Lemma 1 shows that there is a clear cut between unsatisfi-
able and satisfiable instances of HasMIG( f , r).

However, binary search may not necessarily perform faster
since the runtime of the HasMIG( f , r) calls can diverge signif-
icantly for different values of r; especially since unsatisfiable
instances of HasMIG( f , r) are typically harder to solve than
satisfiable ones. In theory, the upper bound for the number of
gates for arbitrary Boolean functions is (2n/n)(1+3(lg n/n)+
O((1/n))) given from Lupanov for circuits consisting of binary
operations (see [23], [44]). However, for practical examples
this upper bound is far too large and it is easier to derive an
upper bound from heuristic synthesis methods. In our experi-
mental environment we use the commands “read_truth; strash;
dc2” in ABC [45] to first convert a truth table into an AIG
and then optimize it for size. Since an AIG can be represented
by an MIG with the same number of gates, it can serve as an
upper bound. Instead of implementing a binary search, one
can also reverse Algorithm 1, set r to an upper bound and
then decrease until HasMIG( f , r) becomes unsatisfiable (see
also [46]).

B. Size/Depth-Optimum Synthesis

The size-optimum MIG representation is not unique. There
are possibly many MIGs that have the same size, but not the
same depth. For example, consider the two MIGs in Fig. 4
that both realize the function x1 ⊕ x2 ⊕ x3 with three gates.
The second MIG in Fig. 4 has a depth of 2, which is optimum,
while the first MIG has a depth of 3.

Algorithm 2 shows an extension of the size-optimum algo-
rithm to find MIGs that have smallest area as primary cost
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Fig. 4. Two MIGs for f = x1 ⊕ x2 ⊕ x3 with 3 gates: (a) size-optimum
(depth 3) and (b) size/depth-optimum (depth 2).

Fig. 5. Alternative size/depth-optimum MIG for h4.

criteria and the smallest depth as secondary cost criteria.
We first determine the minimum number of gates r with the
approach described in the previous section. We then fix r and
increase the depth d until a satisfying solution is found using
the extension described in this section.

One can obtain the algorithm by replacing line 4
in Algorithm 1 by a loop that determines the best depth.
Instead of starting the loop from d = 0, one can set d← �n+r
in line 4, i.e., to the level or the root gate xn+r extracted
from the satisfiable solution. Then d is decreased until
HasMIG( f , r, d) becomes unsatisfiable and the previously
found solution is returned.

Global Delay-Aware Synthesis: In practical applications the
functions to be synthesized are often extracted from larger cir-
cuits. The optimized subnetwork can be significantly different
from the starting point as no structural information is taken
into consideration. When optimizing for size as a first crite-
ria, it is guaranteed that the overall network does not increase
in size after replacing the subnetwork by its optimum coun-
terpart. However, the replacement may have a negative effect
on the overall delay, even when applying size/depth-optimum
synthesis.

We illustrate this effect with an example. Consider the MIG
for the h4 in Fig. 1(b), which is size/depth-optimum with a
size of 5 and a depth of 3. The longest paths from the out-
put gate x9 to x2 and x3 have length of 2, while the longest
paths to the other two inputs have length of 3. Now, assume
that this network is a subnetwork extracted from a larger
MIG in which the path from x2 to x9 is on the critical path.
Size/depth-optimum synthesis may as well have returned the
solution illustrated in Fig. 5 which also has a size of 5 and
depth of 3. However, the longest path from the x9 to all inputs

Algorithm 3: Exact Synthesis for Depth/Size-Optimum
MIGs

Input : Function f : Bn → B
Output : Depth/size-optimum MIG (xn+1, . . . , xn+r), p

1 set d← 0;
2 while true do
3 foreach r ∈ {0, . . . , (3d − 1)/2} do
4 if M← HasMIG( f , r, d) then
5 return (xn+1, . . . , xn+r), p
6

7 end
8 set d← d + 1;
9 end

is 3. Hence, replacing the MIG of Fig. 1(b) with the MIG
of Fig. 5 in the context of the larger MIG will increase the
critical path by 2.

The problem can be circumvented by considering the depth
information of each node in the original circuit in the encoding
of the synthesis problem. Instead of setting �j = 0 for j ≤ n
in (20) we preassign these values with the depth information
from the larger circuit.

C. Depth/Size-Optimum Synthesis

When considering depth as the primary cost criteria, the
size of the optimum MIG may be larger than the size of the
smallest MIG (when depth is not considered). As a result, we
need to perform the algorithm in a different manner if we want
to find MIGs with the smallest depth. Algorithm 3 illustrates
the procedure. We start by setting d← 0 and then increase the
number of gates k. If no solution can be found, d is increased,
otherwise the optimum has been determined. We know when
to increase d, because the number of gates in an MIG with
depth d is bounded by

30 + 31 + · · · + 3d−1 = (3d − 1)/2 (22)

gates. This is the case, when no sharing is possible and the
MIG is a tree.

One can strengthen this upper bound by taking further con-
siderations into account. For example, the first level of MIG
nodes (closest to the inputs) is bounded by 4 · (n

3

)
: for each

triple of three inputs we can have eight different majority func-
tions and the complemented edges allow us to represent them
by four different gates. Hence, the last term in (22) can be
replaced by min{3d−1, 4 · (n

3

)}. One can imagine similar con-
siderations for the other levels, however, we do not investigate
this further in the scope of this paper.

VI. OPTIMIZATIONS

This section shows different optimizations that speed up the
solving time. First, we show that it is possible to discard the
output polarity variable when considering only normal func-
tions for synthesis. We introduce several symmetry breaking
rules which discard equivalent solutions and thereby reduce
the solving time. Finally, we show that the encoding of inte-
gers has an effect and propose how the exact algorithm can
be turned into a heuristic.
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A. Normal Functions

Knuth [6], [23] restricted both explicit and implicit enumer-
ation to normal functions and can thereby cut the search space
in half. A Boolean function f is normal, if f (0, . . . , 0) = 0.
A normal function can be represented by a logic network that
consists only of normal gates, i.e., gates which represent nor-
mal functions. This also applies to optimum networks. There
are four possible occurrences of gates in an MIG according to
its definition, which are

modulo a permutation of the children (i.e., the input comple-
ment may be on any of the three children). The last two cases
only occur due to the possibility of complementing the output
functions, and these two cases are the only gates which are
not normal, i.e., f (0, 0, 0) = 1.

We can exploit this property and restrict the synthesis algo-
rithm to only consider normal functions. This simplifies the
decision problem as the variable p can be dropped from the
formula, reducing (9) to

∃xn+1, . . . , xn+r :
(
xn+r = f ′

) ∧ (�n+r ≤ d) (24)

where f ′ = f , if f is normal, and f ′ = f̄ , otherwise. In the latter
case, the outgoing edge of the root gate is complemented.

B. Symmetry Breaking

All the constraints described in Section IV ensure a cor-
rect result in case of a satisfying assignment. In order to
reduce the search space, we make use of symmetry break-
ing which discards equivalent solution of the same quality.
In order to demonstrate the effect of symmetry break-
ing, we introduce a running example in this section. We
apply different configuration of symmetry breaking rules to
the function S1,3,4 = (x1 ⊕ x2 ⊕ x3 ⊕ x4) ∨ x1x2x3x4,
which is a worst-case example of a 4-variable function.
The optimum MIG requires seven gates. Further details are
given in the experimental evaluation. In the running exper-
iment, we measure the runtime of finding the optimum
MIG under the consideration of different symmetry breaking
rules.

1) Breaking Using Structural Hashing: In an optimum
MIG no gate can occur twice. This can be enforced by adding
the clauses

∧

n<i<j≤n+r

((
s1i = s1j

) ∨ (
s2i = s2j

) ∨ (
s3i = s3j

)

∨(
p1i = p1j

) ∨ (
p2i = p2j

) ∨ (
p3i = p3j

))
. (25)

These constraints have no effect on the number of satisfiable
solutions, but can reduce the runtime. In the running example
(see Fig. 6) the runtime is almost halved, and a solution is
found after 123.13 instead of 217.13 s.

2) Breaking Using Associativity: For Boolean functions
u, x, y, z, the associativity law in majority logic is

〈xu〈yuz〉〉 = 〈yu〈xuz〉〉 = 〈zu〈xuy〉〉. (26)

In a size-optimum MIG we only need to consider one of these
three cases. However, the majority operations in (26) are only

Fig. 6. Runtime and memory usage to find optimum MIG for S2,4 using
different symmetry breaking rules. Each rule is applied additive with respect
to the previous ones, i.e., the rightmost entry considers the combination of all
five symmetry breaking rules.

special cases of a more general rule, since the common child
u may be at different positions. The general gate structure that
enables this associativity property is

In other words, xj points to xi with child β, i.e., sβj = i.
Child α of xj and child γ of xi point to the same gate xd, i.e.,
sαj = sγ i = d. On gate xj, the child which is not α and β points
to xc, i.e., s(6−α−β)j = c. Further, we want that the most right
child of xi that is not γ point to xb, i.e., s(5−max(2,γ ))i = b. In
order to break symmetries for such structures, we enforce that
a ≤ b ≤ c. Note that a < b is already guaranteed due to (11)
in the definition of MIGs, and therefore it suffices to enforce
b ≤ c. From this observation, we can derive the constraint

∧

n<i<j≤n+r

∧

1≤α,β,γ≤3
α =β

(
sβj = i ∧ sαj = sγ i ∧ pαj = pγ i

)

→ (
s(5−max(2,γ ))i ≤ s(6−α−β)j

)
. (28)

Symmetry breaking based on the associativity law leads
to further runtime improvement. In the running exam-
ple when being applied together with breaking based on
structural hashing, the runtime is reduced from 123.13 s
to 38.98 s.

Notice that this symmetry breaking cannot be used when
optimizing for depth, as the levels of xa, xb, and xc in (27) are
different and reordering may lead to a different overall depth
of the MIG.

3) Breaking Using Colexicographic Ordering: If a gate xi
is not a child of the successor xi+1, then they can be executed
in any order, e.g., the MIG will not change if we replace x7 =
〈x3x5x6〉, x8 = 〈x2x4x5〉 by x7 = 〈x2x4x5〉, x8 = 〈x3x5x6〉. In
order to disambiguate this case, we enforce a colexicographic
order on the children, i.e., only the second order in the example
will be valid, since 2 < 3. Notice that xi is a child of xi+1,
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if and only if s3(i+1) = i due to (11). The constraint to break
symmetries is

∧

n<i<n+r

(
s3(i+1) = i

)→ ((
s1i < s1(i+1)

)

∨((
s1i = s1(i+1)

) ∧ (
s2i < s2(i+1)

))

∨((
s1i = s1(i+1)

) ∧ (
s2i = s2(i+1)

)

∧(
s3i ≤ s3(i+1)

)))
. (29)

It is important to use “≤” for the comparison between s3i and
s3(i+1) because it is possible that all children of xi and xi+1
are the same but with different polarities.

In the running example, we can improve the runtime by
another 10 s from 38.98 s to 28.22 s when being applied to
all previously introduced symmetry breaking rules.

The symmetry breakers that have been discussed so far
can be applied in general to all functions that are input
to the exact synthesis algorithm. The next two symmetry
breakers take properties of the input function into account.
Consequently, a preprocess is required to extract these prop-
erties. For the proposed symmetry breakers, the runtime to
obtain the properties is negligible.

4) Breaking Using Support Information: Let f : Bn → B
be the function to be synthesized. If f does not depend on xj
with 1 ≤ j ≤ n, i.e., a change in xj does not change the output
value of f , then no gate points to xj in an optimum MIG for f .
We refer to the functional support of f as the set of variables
on which f depends. It is unlikely that input variables are not
in the functional support for practical examples. However, for
small functions the functional support can be easily computed.
For each xj that is not in the functional support, the constraint

∧

n<i≤n+r

(s1i = j) ∧ (s2i = j) ∧ (s3i = j) (30)

is added. This symmetry breaking constraint will not lead to
fewer satisfiable solutions but can reduce the runtime.

We have excluded this symmetry breaking optimization in
our experiment in Fig. 6, because the considered function
depends on all variables.

5) Breaking Using Symmetric Variables: A function
f : Bn → B is symmetric in two different variables xk and xl if

f (x1, . . . , xk, . . . , xl, . . . , xn) = f (x1, . . . , xl, . . . , xk, . . . , xn)

(31)

that is interchanging xk and xl does not change the output
values of f . Let us assume that k < l. Then, we can break the
symmetry by enforcing that xk’s first appearance in the MIG
must be before xl’s first appearance. This can be expressed
using the following constraint:

∧

n<i≤n+r

∧

1≤c≤3

⎛

⎝(sci = k) ∧
∧

(d,j)≺(c,i)

(
sdj = k

)
⎞

⎠→
∧

(d,j)≺(c,i)

(
sdj = l

)
(32)

where (d, j) ≺ (c, i) ⇔ (d ≤ 3)∧(j ≤ i)∧((j < i)∨(d < c)).
The constraint considers cases in which sci = k, i.e., the cth
child of gate xi points to xk and no gate and no child before
points to xk. Then, no child of a previous gate can point to xl,
but also no smaller child of gate xi can point to xl.

Algorithm 4: Heuristic Synthesis for Size-Optimized
MIGs

Input : Function f : Bn → B
Output : Size-optimized MIG (xn+1, . . . , xn+r), p

1 set r← 0;
2 while true do
3 if HasMIGTO(f , r, t(r)) then
4 return (xn+1, . . . , xn+r), p
5 else
6 set r← r + 1;
7 end
8 end

This symmetry breaking rule has even further impact on the
experiment function in Fig. 6. The runtime can be reduced to
20.90 s. That is, the overall improvement when applying all
symmetry breaking rules is more than 10×.

C. Encoding of Integers

The s-variables in the encoding are integers that point to
preceding gates, input variables, or constants. The introduced
constraints only require comparison operators and no arith-
metic operations on these variables. SMT solvers allow several
possibilities to encode integers, e.g., as bitvectors of fixed size
or as integer types. The choice of encoding has an impact on
the runtime.

As an example, when enabling all symmetry breaking rules
for the function S2,4, which has been used as running example
in the previous section, the runtime increases from 20.90 s
when using the bitvector encoding to 56.71 s when using an
integer encoding. We have observed this trend in all considered
benchmarks.

D. Timeout Heuristic

The search for a size-optimum MIG with r gates requires
to solve r decision problems using an SMT solver (recall
that HasMIG( f , 0) is checked explicitly). Most of the over-
all runtime in this case is typically required to prove that
HasMIG( f , r − 1) is unsatisfiable, and often HasMIG( f , r)
can be solved quickly as it stops once the first solution has
been found.

We propose a heuristic that exploits this behavior.
Algorithm 4 demonstrates the idea. Instead of HasMIG( f , r)
the algorithm calls an alternative function HasMIGTO(f , r, t)
which terminates with no result after t seconds. In this case,
the algorithm behaves as if HasMIG( f , r) returns unsatisfiable
and increments r by 1. Once r is large enough that the problem
is satisfiable, a solution may be found within the time limit.
However, if the timeout (TO) is chosen too small, it may not
be sufficient to find a satisfying solution. In this case, no call
to HasMIGTO(f , r, t) returns a solution and the algorithm is
stuck in an infinite loop. A better strategy is to use a function
t(r) that returns a TO value depending on the progress in the
algorithm. Ideally, the TO value increases proportional to r.

When using the TO heuristic with t(r) = 1 for the running
example S1,3,4 we can find the optimum MIG with seven gates
in 2.65 s instead of 7.14 s.

Other functional symmetry breakers are possible but have
not been evaluated in the scope of this paper. One can for
example break symmetries based on unateness properties or
functional decomposibility.
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VII. APPLICATIONS

Although the proposed exact synthesis algorithm is effi-
cient for small functions, it does not scale for large functions.
Further, it is not expected to find optimum networks for large
functions. However, the exact synthesis algorithm can be used
for large functions when being applied to small subnetworks
to guarantee local optimality. In this section, we describe
several application scenarios in which the exact synthesis algo-
rithm can be employed. The description is kept brief. The
applications have already been presented in the literature and
references are provided that point to further details.

A. Functional Hashing

Functional hashing using exact synthesis has been proposed
in [47]. The idea is to replace cuts by optimum MIGs. The
algorithm is fast when the cut size is 4 or less, because,
in this case, the optimum networks for all NPN classes of
functions with up to four variables can be precomputed. The
quality of results is affected by the strategy on how cuts are
replaced. A top-down approach starts with cuts from the out-
puts and selects the cut with the largest improvement in gate
reduction. Then, the algorithm recurs at the children of the
replaced network and internal gates in a replaced cut are
not further considered. A bottom-up approach computes the
optimum replacement for each gate and then assembles the
optimal network using a dynamic programming approach.

When replacing cuts, it is important that no internal gate
fans out to other gates outside of the cut, because such
internal gates do not exist anymore after the replacement.
Two approaches were presented to counteract this problem.
First, one can discard cuts with internal gates that fan out to
other gates. Second, one can restrict replacement to fanout-free
regions.

While this approach is successful in reducing the size of the
overall network, the depth may significantly increase because
critical paths can be extended with the replaced optimum
networks (see previous discussion on global depth-aware syn-
thesis, Section V-B). Heuristics can be used to circumvent this
effect, however, this leads to less flexibilities in reducing size.

B. LUT-Based Optimization

In order to keep the depth of the circuit in a reasonable
boundary when replacing subnetworks by optimum networks,
lookup table (LUT)-based optimization provides an attractive
alternative to functional hashing. The idea is to identity the
subnetworks using LUT mapping. First the network is mapped
into k-LUTs, e.g., in a depth-optimal manner [48]. Each k-LUT
represents a k-variable Boolean function which is then used
as input for exact synthesis. LUT-based mapping for exact
synthesis has been proposed in [49].

Another difference of this approach compared to functional
hashing is that it is not in-place. This means that it is essen-
tial to find an MIG for every subnetwork in order to derive an
MIG globally for the whole function. In contrast, if a subnet-
work cannot be optimized in functional hashing, the overall
network is locally nonoptimal for this subnetwork, but the
overall representation stays an MIG. If no optimum network
can be found in LUT-based mapping, an alternative method
needs to be used to synthesize the LUT. First, one can use the
TO heuristics discussed in Section VI-D. Second, one can use

Fig. 7. Optimum MIG for S0,2(x1, x2, x3, x4).

majority-logic synthesis approaches, such as [10], that work
on a truth table, and therefore, scale well for small functions.

C. Inverter Minimization

The inverter propagation property of the majority operation
allows a large flexibility in arranging inverters in an MIG.
For some technology dependent synthesis one is interested
in MIGs with a small number of inverters, or some other
characteristic.

For example, beyond-CMOS spintronic devices, such as
spin transfer torque/domain wall devices [50], spin wave
device [51], [52], or nanomagnetic logic [53] are majority-
based. Consequently, MIGs can be used to derive spintronics
realizations for given functions [12], [54]. Since the physical
realization of an inverter is more expensive than the realization
of the majority operation (from 1.5× to 4× depending on the
technology [55]), one is interested in MIGs with a possibly
small number of inverters.

The number of inverters can be constrained to a maximum
value of P using the cardinality constraint

∑

n<i≤n+r

p1i + p2i + p3i ≤ P. (33)

Details on this encoding are provided in [56]. Notice that
in this formulation we already make use of the optimization
based on normal functions. This makes sense, since the exis-
tence of the output polarity solely depends on whether f is
normal or not and cannot be adjusted using inverter propaga-
tion (when restricting the maximum number of inverted inputs
for each majority gate to 1).

VIII. EXPERIMENTS

We have implemented exact synthesis in C++ as command
“exact_mig” in the logic synthesis framework CirKit using
Z3 [57] as the underlying SMT solver.2 The following sections
provide details of the experimental evaluation. All experiments
have been carried out on an Intel Xeon CPU E5-2680 v3 at
2.50 GHz with 64GB of main memory running Linux 4.4.

2The code can be downloaded from github.org/msoeken/cirkit, see also
lsi.epfl.ch/MIG.
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TABLE I
OPTIMUM MIGS FOR ALL 4-VARIABLE NPN CLASSES

A. Computing Optimum MIGs

1) 4-Variable Functions: In order to compare exact synthe-
sis for different cost objectives (i.e., size-optimum, size/depth-
optimum, and depth/size-optimum), we computed all optimum
MIGs for each objective and each representative of the 222
NPN classes using Algorithms 1–3. Table I lists the results.

The left part lists the results for size-optimum and
size/depth-optimum synthesis partitioned by the number of
majority gates. Two classes (the constant functions and the
one-variable functions) do not require a majority gate. Another
two classes (the two-variable AND and OR-like functions, as
well as the MAJ-like functions) require one majority gate.
All other functions require at least two majority gates. The
representative of the single most difficult NPN class is the
symmetric function S0,2(x1, x2, x3, x4) = x1 ⊕ x2 ⊕ x3 ⊕ x4 ∧
x1x2x3x4, which is NPN-equivalent to S1,3,4 = (x1 ⊕ x2 ⊕
x3⊕x4)∨x1x2x3x4 from Section VI-B. Its MIG representation
is illustrated in Fig. 7. The overall runtime to obtain size-
optimum MIGs for all 222 functions is a bit more than 3 min.
Compared to the previous listed results [47] (18378.15 s), the
use of symmetry breaking and other optimizations lead to a
92× speed-up. Additionally, considering depth-optimality as
second criteria increases the total runtime by a factor of 2.4.

The right part of Table I lists the results for depth/size-
optimum MIGs. The results are partitioned by the depth.
Only for the NPN representation of the deepest NPN class
(see [23], [47]) S1,3(x1, x2, x3, x4) = x1⊕x2⊕x3⊕x4 we were
not able to compute the optimum representation within 3 h. The
problem are the unsatisfiable checks for HasMIG( f , r, 3) (see
Algorithm 3) which have to be checked for r ≤ 13 [see (22)].
This underlines the importance to find better upper bounds for
the maximum number of possible gates at each level.

2) 6-Variable Functions: A similar enumerative experiment
as in the previous section for 4-variable functions can be done
for 5-variable functions in a very large but yet reasonable
amount of time. There are 616 126 NPN classes that parti-
tion all 5-variable Boolean functions. Generously assuming
that computing the optimum MIG for one class takes 10 min,
one can find all optimum MIGs within 90 days when using 48
parallel processes. However, there are already over 200 tril-
lion (200 × 1012) NPN classes for 6-variable functions, which
rules out enumeration.

We applied size-optimum exact synthesis using Algorithm 1
to a set of 6-variable functions. These functions have been
mined from various benchmark sets by performing 6-cut
enumeration on AIGs (see [58]). The functions have been
partitioned based on whether they are disjoint-support decom-
posable (DSD, [59]). The function can be either fully

TABLE II
COMPUTATION TIME FOR 6-VARIABLE FUNCTIONS

decomposable (full-DSD), partly decomposable (part-DSD),
or nondecomposable (non-DSD). The expectation is that fully
decomposable functions are simpler, and therefore, easier for
exact synthesis.

We run exact synthesis on each function, but give a TO of
one minute to each call of HasMIG( f , r) in Algorithm 1. If the
TO exceeds, the algorithm stops and reports a TO. Note that
this is different from the TO used in Algorithm 4; there the
algorithm does not terminate after the TO but increases the
number of gates. Successful functions are partitioned based
on their required runtime, where we take an upper limit that
is a factor of 10. Note that the overall required runtime can
exceed a minute, since the TO is given for an individual call
of HasMIG( f , r).

The results are listed in Table II. For the full-DSD and part-
DSD functions, most of the functions can be solved within
the given time resources. For non-DSD functions, 42% of
the instances led to an optimum MIG before the TO. For all
three classes of functions, a common trend is observable. If an
optimum MIG can be found, then for most of the successful
instances it can be found within less than 30 s. This motivates
to use exact synthesis as a first attempt and resort to heuristics
if not successful after a short time.

B. Application to MIG Size Optimization

We used functional hashing (Section VII-A) and LUT-based
optimization (Section VII-B) to reduce the size instances of the
EPFL combinational benchmark suite.3 Both approaches make
use of size-optimum exact synthesis by replacing subnetworks
with their optimum counterparts. Subnetworks with up to four

3lsi.epfl.ch/benchmarks



SOEKEN et al.: EXACT SYNTHESIS OF MIGs AND ITS APPLICATIONS 1853

TABLE III
USING EXACT SYNTHESIS FOR MIG-SIZE OPTIMIZATION

TABLE IV
USING EXACT SYNTHESIS FOR LUT OPTIMIZATION COMPARED TO BEST KNOWN PREVIOUS RESULTS

variables are considered for which all optimum networks are
precomputed.

Table III shows the results. The average size improve-
ments are 3% and 13% for the arithmetic instances with
functional hashing and LUT-based optimization, respectively.
LUT-based optimization uses LUTs to decompose the circuit
while functional hashing uses cuts within fanout-free regions.
The experiments suggest that the decomposition into LUTs
is more advantages for exact synthesis. This is especially evi-
dent when comparing the depth, which is increased when using
functional hashing but decreased significantly with LUT-based
optimization.

C. Application to LUT Mapping

Next, we show the effectiveness of the exact synthesis-
based optimization approaches to 6-LUT mapping. The EPFL
benchmarks come with the currently best known realizations
(version 2015.1), both with respect to area and delay. Note that
the reported numbers have been obtained from a variety of dif-
ferent techniques and therefore the aim is not to necessarily
improve on all benchmarks, but to advance the state-of-the-art
by improving on some of them.

We used LUT-based size optimization [49] using size-
optimum exact synthesis (for subfunctions with up to four

variables) as engine to decrease the area in the designs that
show best area results. The size optimized MIGs are read with
ABC and mapped using “if −K 6 −a.” As shown by Table IV,
area can be improved for three out of the considered nine
benchmarks.

We compared the best results reported in [47] obtained
using functional hashing to the best delay results in the EPFL
benchmarks (for the barrel shifter no results were reported).
Functional hashing is able to reduce delay for one of the
benchmarks (Log2). However, in six further cases, one can
observe a reduction in area while depth is kept the same. We
also account this for an improvement over the state-of-the art.

IX. CONCLUSION

We have presented an algorithm for exact synthesis of MIGs
based on SMT solving. The advantage of the encoding is
its flexibility to handle different cost criteria and be extensi-
ble to different scenarios, e.g., inverter minimization. Various
optimization techniques including symmetry breaking led to a
significant improvement in runtime and extend the applicabil-
ity to functions up to six variables, a size for which explicit
enumeration is infeasible. We described several applications in
which exact synthesis is embedded into a broader scope and
can therefore be applied to larger functions.
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With exact synthesis and its applications, we are able to
improve best known results of the arithmetic benchmarks in
the EPFL suite for area in three out of nine cases and for delay
in seven out of eight cases. The current best results are pro-
duced by the strongest AIG and MIG optimization scripts from
Berkeley and EPFL groups. Consequently, our findings and
new results advance the state-of-the-art in logic optimization.
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