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Abstract— Routing multiplexers based on pass-transistors or
transmission gates are an essential components in many digital
integrated circuits. However, whatever structure is employed,
CMOS multiplexers have two major limitations: 1) their delay is
linearly related to the input size; 2) their performance degrades
seriously when operated in near-Vt regime. Resistive Random
Access Memory (RRAM) technology brings opportunities of
overcoming these limitations by exploiting the properties of
RRAMs and associated programming structures. In this paper,
we propose new one-level, two-level and tree-like multiplexers
circuit designs using 4T(ransistors)1R(RAM) elements and we
compare them to naive one-level multiplexers. We consider
the main physical design aspects associated with 4T1R-based
multiplexers, such as the layout implications using a 7 nm
FinFET technology, and the co-integration of low-voltage nominal
power supply and high-voltage programming supply. Electrical
simulations show that using a 7 nm FinFET transistor technology,
the proposed 4T1R-based multiplexers reduce delay by 2×
and energy by 2.8× over naive 4T1R and 2T1R counterparts.
At nominal working voltage, considering an input size ranging
from 2 to 50, the proposed 4T1R-based multiplexers reduces
Area-Delay and Power-Delay products by 2.6× and 3.8× respec-
tively, as compared to best CMOS multiplexers. In the near-
Vt regime, the proposed 4T1R-based multiplexer demonstrates
2× larger delay efficiency over the best CMOS multiplexer. The
proposed 4T1R-based multiplexers operating at near-Vt regime
can still achieve up to 22% delay improvement when compared
to best CMOS multiplexers working at nominal voltage.

Index Terms— Circuit design, high-performance, low-power,
multiplexer, resistive memory.

I. INTRODUCTION

ROUTING multiplexers are essential components in Appli-
cation Specific Integrated Circuits (ASICs) and Field

Programmable Gate Arrays (FPGAs). In CMOS technology,
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multiplexers are typically implemented with pass-transistors or
transmission gates [1]. Depending on the structural topology,
multiplexers can be categorized into three types: one-level,
two-level and tree-like. Two-level multiplexers are most widely
used because of their best area-delay product [2]. However, no
matter which topology is used, the core structure always relies
on pass-transistors or transmission gates to propagate/block
signals. As a result, the performance of CMOS routing multi-
plexers is sensitive to the operating voltage. This is at the ori-
gin of a strong limitation of CMOS routing multiplexer: their
delay degrades seriously when operating voltage decreases.

Resistive Random Access Memories (RRAMs) [3]–[5] have
been intensively exploited to replace the pass-transistors or
transmission gates in routing multiplexers [7]–[12]. When
exhibiting High Resistance State (HRS)/Low Resistance
State (LRS), RRAMs can propagate/block signals similar to
pass-transistors or transmission gates in on/off state. Previ-
ous works [7]–[12] commonly employ 2T(ransistor)1R(RAM)
programming structures in order to program RRAMs between
HRS and LRS. Two major advantages of RRAM-based mul-
tiplexers have been predicted from previous works: (1) Large
delay reductions can be achieved because equivalent resis-
tances of RRAMs in LRS can be smaller than pass-transistors
or transmission gates [7]–[12]; (2) Both power reduction and
high level of performance can be achieved in the near-Vt

regime because the equivalent resistances of RRAMs are
independent from the operating voltage as opposed to pass-
transistors or transmission gates whose conductance degrades
with a reduction of VD D [11] [12]. However, 2T1R program-
ming structures have recently been proved much less effi-
cient than 4T(ransistor)1R(RAM) programming structure [6].
Whether the predicted advantages can be strengthened by
4T1R programming structure has not been carefully studied
yet. Additionally, previous works [7]–[12] did not evaluate
how to co-integrate datapath and programming transistors
at the physical design level. This paper intends to fill this
gap.

Compared to our previous work that focused on RRAM pro-
gramming structures [6], this paper studies how to efficiently
co-integrate 4T(ransistor)1R(RAM) programming structure
into routing multiplexers. The contributions of this paper
are: (1) We analyze the limitations of naive design of
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Fig. 1. N-input CMOS multiplexer structures: (a) one-level; (b) two-level; (c) tree-like.

one-level 4T1R multiplexer, which lead to RRAM program-
ming failures as well as transistor breakdown; (2) To address
the limitations, we propose novel one-level, two-level and tree-
like multiplexer circuit designs using 4T(ransistor)1R(RAM)
elements, and also consider the main physical design impli-
cations, such as the parasitic capacitance of RRAMs and
programming transistor sizing technique using the recently
released ASU 7 nm FinFET PDK [13]; (3) We investigate
the impact of RRAM process variations on the perfor-
mance of the improved 4T1R-based multiplexers. Electri-
cal simulations show that naive 2T(ransistor)1R(RAM) and
4T(ransistor)1R(RAM)-based multiplexers cannot be pro-
grammed when input size is larger than 34. The proposed
4T1R multiplexers guarantee successful RRAM programming
and improves delay by 2× and energy by 2.8× over naive
4T1R and 2T1R counterparts. At a nominal operating voltage
and by considering input size ranging from 2 to 50, 4T1R-
based routing multiplexers reduces Area-Delay and Power-
Delay products by 2.6× and 3.8× respectively, as compared
to the best CMOS FinFET multiplexers. In the near-Vt regime,
4T1R-based multiplexers demonstrate 2× delay efficiency
over the best CMOS FinFET multiplexers. More interestingly,
4T1R-based multiplexers, when operated in near-Vt regime,
can achieve up to 22% delay improvement compared to
the best CMOS FinFET multiplexers working at nominal
voltage.

The rest of this paper is organized as follows. Section II
gives some generalities about RRAM technology and
reviews RRAM-based programming structures and multi-
plexer designs. Section III shows basic one-level, two-level
and tree-like 4T1R-based multiplexer designs and discusses
their limitations. Section IV proposes improved 4T1R-based
multiplexers. Section V presents some experimental results
and Section VI analyzes the impact of process variations.
Section VII concludes this paper.

II. BACKGROUND AND MOTIVATIONS

In this section, we first present some generalities about
multiplexer circuit design, and we review RRAM technology
and the recent progress made on RRAM-based programming
structures.

A. Multiplexer Designs

As a common component in digital circuits, CMOS routing
multiplexers are typically implemented by pass-transistors or
transmission gates, whose gate signals are controlled by con-
trol lines. CMOS multiplexers can be built with different struc-
tures, in order to trade off area, delay and power. Fig. 1 shows
three most popular multiplexer structures: one-level, two-level
and tree-like, implemented by transmission gates. Details of
multiplexer designs implemented with pass-transistors can be
found in [2]. In this paper, we only consider transmission
gates in CMOS multiplexers because they perform better in
area-delay-power product [17]. Table I shows an analytical
comparison on area, delay and power among the different
multiplexers in Fig. 1. One-level multiplexers lead to the
smallest area and perform best in delay and power when input
size N is small, i.e., less than N ≤ 8. However, when input
size N is large, one-level multiplexers require a large number
of control lines and their delay and energy numbers, which
are linear to N , increase significantly. Two-level multiplexers
are the best choices when input size N is large. The number
of control lines, delay and energy of two-level multiplexers
are linear to the square root of N , leading to significant delay
and energy reduction as compared to one-level multiplexers.

In addition, the area of two-level multiplexers is only
slightly larger than their one-level counterparts, even when
N is large. Therefore, in terms of area-delay-power product,
two-level multiplexers lead to the best results when N is large
(i.e., N > 8). Tree-like multiplexers are only preferred when
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TABLE I

ANALYTICAL COMPARISON ON AREA, DELAY AND ENERGY OF N-INPUT CMOS MULTIPLEXERS

Fig. 2. (a) RRAM structure and filamentary conduction; (b) I-V character-
istics of set and reset processes.

there is a tight constraint on the number of control lines. Due
to their large number of stages, tree-like multiplexers perform
worse in area, delay and power than others. Note that, in
this simple analytical study, we focus only on the multiplexer
core and do not consider the peripheral circuitries. Table I
reveals a bottleneck of CMOS multiplexers: no matter which
topology is used, the core structure always relies on pass-
transistors or transmission gates to propagate/block signals.
Consequently, the performance of CMOS routing multiplexers
degrades seriously when operating voltage decreases.

B. RRAM Technology

As one of the most promising emerging memory technol-
ogy [14], Resistive Random Access Memory (RRAM) is envis-
aged to be integrated at low cost closely with conventional
CMOS thanks to its Back-End-of-the-Line (BEoL) compatible
fabrication process [5]. Indeed, RRAMs can be fabricated
between the metal layers or even within the contact vias to
the source or drain of a transistor, leading to a high co-
integration density. The structure of a RRAM typically consists
of three layers, where a transition metal oxide material stack
is sandwiched between the top and bottom metal electrodes,
as depicted in Fig. 2(a). Thanks to a filamentary switching
mechanism, RRAMs can be switched between two stable
resistance states: the High Resistance State (HRS) and the Low
Resistance State (LRS). In addition to the resistive property, a
RRAM also introduces a parasitic capacitance CP . Depending
on the employed materials, switching mechanisms of RRAMs
are broadly classified to two categories: Bipolar Resistive
Switching (BRS) and Unipolar Resistive Switching (URS).
In this paper, we consider RRAM based on BRS only, which

is a common choice in most literatures about RRAM-based
circuits and systems [7]–[12].

Fig. 2(b) illustrates the I-V characteristics of a BRS RRAM.
The switching between resistance states is triggered by apply-
ing a positive or negative programming voltage across the top
and bottom electrodes. The programming voltage should be
large enough to create a strong electric field inside the metal
oxide in order to generate or dilute the filament. In addi-
tion to a programming voltage, the size of filament is also
strongly impacted by the programming current. Therefore,
a proper combination of programming voltage and current
contributes to either a switching from HRS to LRS, called
set process, or a switching from LRS to HRS, called reset
process. The minimum programming voltages required to
trigger set and reset processes are defined as Vset and Vreset ,
respectively. The programming currents that are provided in set
and reset processes are defined as Iset and Ireset , respectively.
A current compliance on Iset is often enforced to avoid a
permanent breakdown of the device, which is highlighted red
in Fig. 2(b). Before being normally set/reset cycled, pristine
RRAMs require a forming process to form their filament plug.
Thanks to the filamentary conduction mechanism, the LRS
resistance RL RS can be dynamically adjusted by controlling
the Iset to be fed. For example, we show that a lower Iset

conducts a smaller filament (highlighted green in Fig. 2(a)),
resulting in a higher RL RS (highlighted green in Fig. 2(b))
than the current compliance. Note that to reset a RRAM that
is programmed with a Iset lower than current compliance, the
required Ireset is also less than the maximum (see the green
line in Fig. 2(b)). The tunable RL RS is a unique feature of
RRAM, which provides more flexibility in design space than
other non-volatile memories, such as Magnetic Random Access
Memory (MRAM) [15].

In addition, set and reset processes require a minimum
pulse width to stabilize the filamentary conduction, which
is defined as the writing time. The maximum number of
writing operations that RRAMs can afford is expressed by
the endurance. The maximum time period when RRAMs can
maintain the resistance state without degradation is expressed
by the data retention. RRAMs can be scaled down effectively
thanks to filament mechanism. In advanced RRAM technol-
ogy, a effective memory cell area can be as low as 4F2, where
F is the feature size [16].

C. Previous Works on RRAM-Based Multiplexer
RRAMs have attracted intensive research efforts on rout-

ing multiplexer designs in recent years [7]–[12]. Earlier
works [18]–[21] used RRAM-based non-volatile memory
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Fig. 3. Early designs of RRAM-based multiplexers: (a) A N-input one-
level structure [9]; (b) An illustrative example of two-level and tree-like
4:1 structure [10].

structures to replace the configuration memories in the rout-
ing structures. These modifications grant non-volatility to
the FPGA and enable instant-on normally-off operations.
However, the multiplexer structures in [18]–[21] were still
based on CMOS multiplexers, leading to no improvements on
performance. More research opportunities lie in that RRAMs
can be exploited to replace the pass-transistors or transmission
gates in the multiplexers with different structures. When a
RRAM is programmed to LRS, it can propagate signals
as a pass-transistor/transmission gate in on state would do.
In contrast, a RRAM in HRS can block signals as a pass-
transistor/transmission gate in off state. Since the on-resistance
of a RRAM, i.e., RL RS , can be made smaller than the equiva-
lent resistance of a pass-transistor/transmission gate, RRAMs
can significantly reduce the delay of multiplexers.

Since a low RL RS is a source of the performance improve-
ment brought by RRAM-based multiplexers, how to program
RRAMs from HRS to LRS efficiently becomes one of the
most critical problems. The performance of RRAM-based
multiplexers is determined by not only a low RL RS but also the
parasitic capacitances of programming transistors [11]. Previ-
ous works [7]–[12] typically employ 2T(ransistor)1R(RAM)
programming structures. Fig. 3(a) shows a one-level N-input
RRAM-based multiplexer [7]–[9] and Fig. 3(b) presents an
illustrative example of a two-level/tree-like 2T1R-based mul-
tiplexer [10], whose input size is 4. RRAM-based multiplexers
in Fig. 3 depend on n-type transistors to provide high program-
ming current, in order to achieve a low RL RS . For instance,
when W L[0] = W L[N] =′ 1′, B L[0] =′ 1′ and B L[N] =′ 0′,
RRAM R0 is programmed to LRS. However, previous
works [7]–[11] treat RRAMs as capacitive loads rather than
resistive loads, which has been proved to be unrealistic in [6].
Recent work [6] proposes a 4T(ransistor)1R(RAM) program-
ming structure, which improve by 1.4× the programming
current density compared to 2T1R structures, leading to a
lower RL RS . As shown in Fig. 4, a 4T1R programming
structure employs two pairs of p-type and n-type transistors
to set and reset a RRAM. For example, a set process is
enabled when transistors P1 and N2 are turned on, while a
reset process is enabled when transistors P2 and N1 are turned
on. Note that both 2T1R and 4T1R programming structures

Fig. 4. Schematic of a 4T1R programming structure.

have to use a programming voltage Vprog which is larger than
the nominal VD D used by datapath transistors, in order to
drive enough programming current for the RRAMs [6]. To the
best of our knowledge, how to integrate 4T1R programming
structure efficiently into RRAM-based multiplexers has not
been carefully studied yet. Integration of 4T1R programming
structure faces a few physical design challenges, such as
a) how to avoid crosstalk currents between datapath transis-
tors and programming structures; and b) how to protect the
datapath transistors from reliability issues under high Vprog .
This paper intends to provide analysis and solutions to these
challenges.

III. BASIC 4T1R-BASED MULTIPLEXER

In this section, we propose a naive multiplexer structure
using 4T1R elements and discuss a few limitations of the
structure.

A. Multiplexer Structure and Programming Strategy

By following the general topology shown in Fig. 3, a
basic one-level N : 1 multiplexer can be developed with
4T1R elements. The resulting one-level N-input RRAM-based
multiplexer is illustrated in Fig. 5 and consists of N pairs
of 4T1R programming structures, which are controlled by
N + 1 Bit lines and N + 1 Word lines. Since RRAMs
require a programming voltage which is higher than the
nominal one, a Deep N-well isolation (highlighted red in
Fig. 5) is required for the programming structures, resulting
in two power domains. Instead of providing each RRAM with
four independent programming transistors, all the RRAMs
can share a pair of programming transistors (controlled by
B L[N] and W L[N] respectively) at node B . As a result, each
RRAM can be individually programmed with either positive or
negative voltage polarity. For example, we can first set RRAM
R0 by enabling B L[0] and W L[N]. Note that the rest of bit
lines and word lines should be off, to ensure the program-
ming current (highlighted blue in Fig. 5) flows only through
transistor P0, RRAM R0 and transistor N0. Then we can turn
off B L[0] and W L[N], and turn on B L[N] and W L[N − 1]
to reset RRAM RN−1. Sharing programming transistors in the
multiplexer structure is flexible enough from a reconfiguration
standpoint. In practice, in a N-input multiplexer, only one
RRAM is in LRS while the others are in HRS. Each time
a multiplexer is reconfigured, one RRAM is reset from LRS
to HRS and another is set from HRS to LRS, implying two
steps (one reset process and one set process). Note that set
and reset process have to be executed sequentially because
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Fig. 5. Schematic of a basic one-level N -input 4T1R-based multiplexer.

set and reset processes require different programming voltages
at node B . Whether the multiplexer has shared programming
transistors or employs independent programming transistors
for each RRAMs, we always need two steps (one reset process
and one set process) in each reconfiguration. More importantly,
sharing programming transistors can significantly reduce the
parasitic capacitances at node B in Fig. 5, leading to large
delay and power improvements. Independent programming
transistors cause that the total parasitic capacitance at node B
includes N pairs of programming transistors. In contrast,
sharing programming transistors lead to that the total parasitic
capacitance at node B includes only a pair of programming
transistors.

B. Limitations

Such straightforward design suffers from two possible
limitations due to the co-integration of both datapath and
programming channels.

1) Programming Currents Contribution From Datapath
Transistors:: Whether a RRAM can be programmed into a
reasonable RL RS highly depends on the amount of program-
ming current that can be driven through the RRAM. In order
to accurately control the programming current of a RRAM,
only a pair of p-type and n-type transistors is turned on
during programming. However, during programming, some
datapath transistors in on state could inject or distribute the
programming currents, leading to the achieved RL RS to be
out of specifications. Take the example in Fig. 5, assume that
RRAM R0 is being programmed by enabling transistors P0
and N0. Datapath transistors N1 and N2 could potentially
be in on state, sinking part of the programming current,
as highlighted by red dashed lines. This would cause the
programming current (blue dashed lines) to be smaller than
expected, leading to a higher RL RS . Note that not only pull-
down transistors, such as N1 and N2, but pull-up transistors
of input inverters, such as P1 and P2, can interfere with
the programming current. Such interference becomes serious
as input sizes increases, which can significantly reduce the

programming current passing through RRAMs and even cause
failure in configuring RRAMs.

2) Breakdown Threats of Datapath Transistors:: To achieve
a reasonable RL RS , programming voltages prog_V DD should
be large enough to drive a high enough programming cur-
rent. For instance, [6] considers a programming voltage as
high as prog_V DD = 3.0V while the nominal voltage of
the datapath transistors is only V DD = 0.9V . Such large
gap between prog_V DD and VD D could cause the data-
path transistors to breakdown during RRAMs’ programming
phases. Take the example in Fig. 5, the voltage of node
A, VA, can reach prog_V DD while programming RRAM
R0, leading to the source-to-drain voltage of transistor P1
being prog_V DD − VD D. Assume that prog_V DD = 3.0V
and VD D = 0.9V , both the gate-to-source voltage VGS

and source-to-drain voltage VDS of transistor P1 are 2.1V ,
possibly leading transistor P1 to breakdown. Note that not only
transistor P1 but also all the transistors belonging to the input
and output inverters in Fig. 5 can be in a breakdown condition.
While exposed to these conditions, even if datapath transistors
do not break down, their reliability, i.e., lifetime, would
significantly degrade. Therefore, there is a strong need to study
how to properly integrate 4T1R programming structures into
RRAM-based multiplexers without area and delay overhead
while guaranteeing robust operations.

IV. IMPROVED 4T1R-BASED MULTIPLEXER

In this section, we address the limitations of the previ-
ously introduced naive 4T1R-based multiplexers by employing
power-gated inverters and rearranging the power domains.
In addition to the one-level 4T1R-based multiplexers, we
also investigate two-level and tree-like multiplexer structures,
similar to baseline CMOS multiplexers.

A. One-Level Multiplexer Structure

In order to address the identified limitations, we present,
in Fig. 6(a), an improved one-level N-input 4T1R-based
multiplexer, which is different from the one in Fig. 5 in two
aspects: a) the datapath input inverters are power-gated in
order to eliminate the contribution of the datapath transistors
in the programming phase; b) the two power domains (and
the isolation deep N-well) are organized differently to Fig. 5.
Indeed, the input inverters and part of 4T1R programming
structures are driven by a constant voltage domain VD D

and G N D while the output inverter and the rest of 4T1R
programming structures are driven by switchable voltage sup-
plies VD D,well and G N Dwell . During operation, VD D,well and
G N Dwell are configured to be equal to VD D and G N D
respectively, as shown in Fig. 6(a). Note that the RRAM
programming voltages are typically selected to be larger than
VD D, ensuring that RRAMs are not parasitically programmed
during operation. When a set operation is triggered, input
inverters are disabled and VD D,well and G N Dwell are switched
to be −Vprog + 2VD D and −Vprog + VD D respectively, as
highlighted red in Fig. 6(b). During reset operations, input
inverters are disabled and VD D,well and G N Dwell are switched
to be Vprog and Vprog − VD D respectively, as highlighted
red in Fig. 6(c). As such, the voltage difference across the
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Fig. 6. Improved one-level N-input 4T1R-based multiplexer: (a) operating mode (VDD,well = VDD , G N Dwell = G N D); (b) set process (VDD,well =
−Vprog + 2VDD , G N Dwell = −Vprog + VDD ); (c) reset process (VDD,well = Vprog , G N Dwell = Vprog − VDD .

TABLE II

VOLTAGES ARRANGEMENTS FOR OPERATION, SET

AND RESET EXAMPLES IN FIG. 6(a)–(c)

RRAM during set or reset is ±Vprog and the working principle
of the 4T1R programming structure can still be applied.
Indeed, to enable the programming current path highlighted
blue in Fig. 6(b), bit line B L[0] is configured to be G N D
and word line W L[N] is configured to be −Vprog + 2VD D

while other programming transistors should be turned off by
configuring B L[i ] = V DD, W L[ j ] = G N D, 1 ≤ i ≤
N −1, 0 ≤ j ≤ N −1 and B L[N] = −Vprog +2VD D. Table II
summaries the voltages involved in the different operations.

The improved 4T1R-based multiplexer has a major advan-
tage over the initial design in Fig. 5: the voltage drop across
each datapath transistor can be limited to VD D, allowing the
use of logic transistors instead of I/O transistors (thicker oxides
and higher breakdown voltage). Logic transistors occupy less
area and introduce less capacitances than I/O transistors,
potentially improving the footprint and delay of RRAM
multiplexers. During the set and reset processes, the volt-
age drop of each transistor can be boosted from VD D to
VD D,max, approaching the maximum reliable voltage without

Fig. 7. Schematic of a robust two-level N-input 4T1R-based multiplexer.

breakdown limitation. Boosted VD D,max leads to higher cur-
rent density driven by transistors, further contributing to a
lower RL RS [6]. Note that the set and reset processes typically
require short amount of time, i.e., typically 200 ns for each
RRAM [6]. Since programming does not occur many times
(non-volatility), very low stress is applied on the transistors,
further contributing to a robust operation.

B. Two-level and Tree-like multiplexer Structure

Based on the circuit topology of CMOS multiplexers shown
in Fig. 1, we also develop N-input 4T1R-based multiplex-
ers implemented with two-level and tree-like structures. The
resulting structures are depicted in Figs. 7 and 8 respectively.
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Fig. 8. Schematic of a robust tree-like N -input 4T1R-based multiplexer.

Fig. 9. Cascading two N -input one-level 4T1R-based multiplexers: share
Deep N-Wells efficiently.

The two-level and tree-like structures are implemented by
cascading elementary one-level multiplexer structures similar
to the one shown in Fig. 5. Note that even in two-level and
tree-like 4T1R multiplexers, only one DNW is needed, as
highlighted red in Figs. 7 and 8 respectively. To simplify
the programming strategies, RRAMs in the even levels have
opposite polarities than those in the odd levels. Take the
example in Fig. 7, the polarities of RRAMs in the second
level, highlighted in red, are opposite to the first level. As such,
when set processes are required, VD D,well and G N Dwell are
switched to −Vprog + 2VD D and −Vprog + VD D respectively;
while during reset processes, VD D,well and G N Dwell are
switched to Vprog and Vprog − VD D respectively; Otherwise,
if all the RRAMs have had the same polarity, switching
VD D,well and G N Dwell depends not only on the type of
process (either set or reset) but also on the number of levels
(either even or odd), requiring additional circuitry. In addition,
DNWs also can be efficiently shared between two cascaded
4T1R-based multiplexers, as illustrated in Fig. 9. The input
inverters and part of programming structures of MU X1 in
Fig. 9 can share a DNW with the output inverter and part of
programming structures of MU X0. Note that the polarities of
RRAMs of MU X1 are opposite to the RRAMs of MU X0,

allowing a similar programming strategy as highlighted
above.

The number of bit lines and word lines can be reduced,
as the 4T1R programming structures belonging to the same
level can efficiently share control lines, allowing RRAMs to
be programmed simultaneously. Take the example of Fig. 7,
all the multiplexer structures from the first stage can be
connected to bit lines B L[ j ], 0 ≤ j ≤ √

N and word lines
W L[ j ], 0 ≤ j ≤ √

N . RRAMs that are controlled by B L[0]
and W L[√N ], i.e., RA and RB in Fig. 7, can be programmed
simultaneously, which is resembling to the control sharing
in a CMOS multiplexer tree. RRAMs belonging to different
stages have to be programmed sequentially. A two-level or
tree-like 4T1R-based multiplexer requires 2m steps (m reset
processes and m set processes) to program all the RRAMs,
where m represents the number of stages. In contrast, a one-
level 4T1R-based multiplexer, consisting of fewer RRAMs,
only need two steps, implying less reconfiguration time and
programming energy.

C. Limitations on the Programming Voltage Vprog

During set and reset processes, the necessary programming
voltage Vprog is determined by the source-to-drain voltage
drop across the programming transistors and the programming
threshold voltage of the RRAMs. The VDS of the programming
transistors should be large enough in order to drive sufficient
programming current, but should also be selected under the
breakdown conditions. Therefore, there exists a limit for Vprog

to be respected. For instance, in the set example of Fig. 6(b),
Vprog can be expressed as the sum of the voltages across
RRAM A and the programming transistors P0 and N0:{

VDS,P0 + VDS,N0 + Vset,min = Vprog,

VDS,P0 = VDS,N0 ≤ VD D,max,
(1)

where Vset,min is minimum programming voltage to trigger
a set process for a RRAM. Note that the VDS of the pro-
gramming transistors should be the same to guarantee the best
achievable current density [6]. Similarly, for the reset example
in Fig. 6(c), one can derive a similar set of constraints with
transistors P1 and N1:{

VDS,P1 + VDS,N1 + Vreset,min = Vprog,

VDS,P1 = VDS,N1 ≤ VD D,max,
(2)

where Vset,min is minimum programming voltage to trigger a
reset process for a RRAM.

In addition to the limitations mentioned above, the use of
different wells also constrains Vprog as the diode across P-Well
and Deep N-Well should be reversely biased, as illustrated in
Fig. 10(a) and (b). During the reset process in Fig. 10(a), diode
D0 is always reversely biased because the voltage of P-Well
is G N D and the voltage of Deep N-Well is Vprog > G N D.
However, during the set process in Fig. 10(b), diode D1 is
reversely biased only when:

(−Vprog + 2VD D) − G N D ≥ 0. (3)
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Fig. 10. Cross-section of the layout of a 4T1R programming structure: (a) during reset process; (b) during set process.

TABLE III

ANALYTICAL COMPARISON ON AREA, DELAY AND SWITCHING ENERGY OF N-INPUT 4T1R-BASED MULTIPLEXERS

If we boost VD D to VD D,max during set and reset process, the
constraint becomes:

(−Vprog + 2VD D,max) − G N D ≥ 0. (4)

By combining (1), (2) and (5), we obtain:⎧⎪⎨
⎪⎩

Vprog ≤ 2VD D,max + Vset ,

Vprog ≤ 2VD D,max + Vreset ,

Vprog ≤ 2VD D,max.

(5)

As a result, the upper bound for Vprog can be expressed as:

Vprog ≤ 2VD D,max (6)

As discussed in [6], a larger Vprog leads to a higher program-
ming current and a lower RL RS . In this paper, we consider
Vprog = 2VD D,max for the electrical simulations.

D. Analytical Comparison between 4T1R multiplexers

Note that the two-level and tree-like 4T1R-based multiplex-
ers reduce the number of control/programming lines signifi-
cantly but does not reduce the number of required RRAMs.
An analytical comparison of the area, delay and energy
between 4T1R-based multiplexers is shown in Table III,
and will be verified by electrical simulations in Section V.
In CMOS technology, two-level multiplexers produce the
best area-delay-power product because their structure reduces
not only the number of control lines but also the parasitic
capacitances introduced in the critical path. Since the parasitic
capacitances of a RRAM is typically smaller than a transistor,
the delay and power of one-level 4T1R-based multiplexers
scale better with the number of inputs N than CMOS mul-
tiplexers. When the input size is small and total capacitance is
dominated by programming transistors, the delay and power
of one-level 4T1R-based multiplexers are better than two-level
and tree-like structures. When the input size is large enough,
the total capacitance is dominated by CP and two-level
4T1R-based multiplexers become better in delay and power.

V. EXPERIMENTAL RESULTS

In this section, we will verify the conclusions drawn by
our analytical comparison with electrical simulations and
further evaluate the performance of the proposed multiplexers.
We first explain our experimental methodology. Then, we
show and comment the transient behavior of 4T1R-based
multiplexers, and finally we compare the area, delay and
power between different 4T1R-based and CMOS multiplexer
topologies.

A. Experimental Methodology

We consider a RRAM technology [12] with programming
voltages Vset = |Vreset | = 0.8V and a maximum current
compliance of Iset = |Ireset | = 500μA. The lowest achievable
on-resistance RL RS of a RRAM is 1.6k� while the off-
resistance RH RS is 23M�. The parasitic capacitance of a
RRAM CP is estimated to be 4.5a F by considering that the
RRAMs are embedded in the MET1 and MET2 vias of our
considered technology. The pulse width of a programming
voltage in both set and reset processes is set to be 200 ns.
Stanford RRAM compact model [25] is used to model the
considered RRAM technology. The ASAP 7 nm FinFET
design kit from ASU [13] is used in the circuit designs of
datapath logics and 4T1R programming structures. Datapath
circuits are built with standard logic transistors, while the
4T1R programming structures employ low-Vt transistors. The
standard logic transistors have a nominal working voltage
VD D = 0.7V , and can be overdriven to 0.9V while staying
in their reliability limits. Transmission gates are implemented
with a pair of n-type and p-type FinFETs. Input and output
inverters are minimum sized. Delay and power results are
extracted from HSPICE [26] simulations. The datapath VD D

is swept from 0.5 V to 0.7 V with a step 0.1 V , in order
to study the trade-off between delay and power in sub/near-
Vt regime. The programming voltage Vprog is selected to
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Fig. 11. Transient analysis of a 2-input 4T1R-based multiplexer in Fig. 6(a): (a) signal waveforms of programming phase; (b) signal waveforms of operation.

be 1.8 V , respecting to the physical design limits, discussed
in Section IV-C.

The comparison baseline is selected from the CMOS mul-
tiplexer topologies in Fig. 1 in terms of best Power-Delay
Product (PDP). When input size N is lower or equal than 12,
we consider one-level CMOS multiplexers as baseline. When
input size N is larger than 12, our baseline becomes a two-
level CMOS multiplexer. As for 4T1R-based multiplexers,
we consider one-level, two-level and tree-like structures for
comparison on area, delay and power.

B. Transient Analysis

In order to validate the analytical comparisons in Table III,
we perform transient simulations for 4T1R-based multiplexers,
which consist of two phases: (1) the programming phase,
where set and reset operations are made to validate the RRAM
programming strategy; and (2) the datapath operation phase,
where we verify if the multiplexer is functionally correct.
Without loss of generality, we focus on a representative exam-
ple: a 2-input one-level 4T1R-based multiplexer (consider
N = 2 in Fig. 6). Such transient analysis was conducted
for every 4T1R-based multiplexer. Before programming, we
initialize a 4T1R-based multiplexer in Fig. 6 as follows:
RRAMs RA and RB are formed and configured to HRS and
LRS respectively. During the programming phase depicted in
Fig. 11(a), RB is first reset to HRS by a reset procedure, then
RA is set to LRS by a set cycle. Fig. 11(a) illustrates that both
RA and RB can be set or reset successfully according to the
changes in programming currents Ivdd0 and Ivdd1. Between the
programming phase and operating cycles, there are a few idle
cycles during which programming transistors are all turned off.
After then, input pulses are generated sequentially to the four
inputs, as shown in Fig. 11(b). We see that the multiplexer
is functionally correct, as in[0] is propagated to the output

TABLE IV

PDP OF THE CONSIDERED 16-INPUT MULTIPLEXERS WITH VARYING
NUMBER OF FINS IN EACH PROGRAMMING TRANSISTOR

while in[1] is blocked. Transient analysis also verifies that
RRAMs can be programmed correctly without interfering each
other.

C. Best Number of Fins for Each Programming Transistor

As explained in [11], the sizing of programming transis-
tors can significantly impact the delay and power number
of RRAM-based multiplexers. In this paper, we extend this
study to the specific FinFET context. For each 4T1R-based
multiplexer structure, we sweep the number of fins per pro-
gramming transistors from 1 to 3, in order to identify the
optimal fin number in terms of Power-Delay Product (PDP).
We consider three fins as the upper limit because in the
considered design kit, three fins allow the 4T1R structure
to match the standard cell height, simplifying some layout
considerations. Table IV summarizes the PDP results for
16-input 4T1R-based multiplexers, implemented with one-
level, two-level and tree-like structures. Note that all the
4T1R-based multiplexers achieve best PDP when the number
of fin is one, as the representative example shown in Table IV.
In the rest of paper, we consider all 4T1R-based multiplexers
with one fin per programming transistor.

D. Area Comparison

In order to properly study the physical area of the proposed
structure, i.e., considering routing, well organization etc., and
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Fig. 12. Layout of 16-input multiplexers: (a) CMOS two-level structure; and (b) 4T1R-based two-level structure.

draw fair area comparisons with regular CMOS, we realized
the layouts of a 16-input two-level CMOS multiplexer and
a 16-input two-level 4T1R-based multiplexer, as depicts in
Fig. 12(a) and (b) respectively. Since the different wells can be
efficiently shared among multiplexers as shown in Fig. 9, the
layout of 4T1R-based multiplexer consists of the programming
structures and input inverters (MUX0 in Fig. 9) in a regular
well. The output and associated programming structure of
another multiplexer (MUX1 in Fig. 9) can be shared in this
same well. The output inverter and associated programming
structure of MUX0 will be located in a deep N-well which
also contains programming structure and input inverters of
another multiplexer. CMOS multiplexers must employ SRAMs
to store their configuration bits, while 4T1R-based multiplex-
ers eliminate the use of SRAMs as their configuration bits
are stored in RRAMs. To access either the SRAMs or the
RRAMs, we assume a memory bank organization, i.e., using
parallel word lines and bit lines. Since CMOS and 4T1R-based
multiplexers have similar number of configuration bits, the
area of their memory banks are similar and are not included
in their layouts. The benefit on removing SRAMs leads to
that a 4T1R-based multiplexer (1.94μm2) is 28% smaller than
its CMOS counterpart (2.70μm2). We believe that the area
comparison between 16-input multiplexers is representative
and also its conclusive trend is also valid for multiplexers with
other sizes.

E. Delay Improvements

Fig. 13(a) compares the delay of CMOS multiplexers,
naive 4T1R and 2T1R-based multiplexers and the improved
4T1R-based multiplexers with the different structures under
analysis. Note that when input size is larger than 34, RRAM
programming of the naive 4T1R multiplexers is regarded as a
failure because programming structures cannot drive enough
current through RRAMs due to serious interference from
input inverters. As a result, the RRAM LRS becomes too
high and the multiplexer performance degrades significantly.

Similarly, the naive 2T1R multiplexers cannot be properly
programmed when input size is 8 because 2T1R programming
structure leads to 50% smaller current density. In contrast, the
improved 4T1R-based multiplexers with one-level, two-level
and tree-like structures can guarantee RRAM configuration
successful. In addition, the improved 4T1R-based multiplexers
reduce delay by 2× over the naive 4T1R and 2T1R-based
multiplexers. When the input size is smaller than 50, one-
level structure performs better in delay than two-level and tree-
like structures due to its smaller parasitic capacitances. When
the input size becomes larger than 50, a two-level structure
becomes the best choice in delay. One-level structures and two-
level 4T1R-based multiplexers achieve up to 34% and 27%
delay improvements respectively, as compared to their CMOS
counterparts. Note that even when the input size is small,
i.e., N = 2, one-level 4T1R-based multiplexers have similar
performance than CMOS implementations. The performance
gap between one-level and two-level structures reduces to zero
when input size is 50. Similar to CMOS multiplexers, when
input size is larger than 50, a two-level structure should be
used for best performance.

We also investigate the performance of the multiplexers
in the near-Vt regime. As illustrated in Fig. 13(b), CMOS
multiplexers suffer from 2.25× delay degradation when VD D

decreases from 0.7 V to 0.5 V . However, because, unlike
transistors, the resistances of RRAMs are not affected by a
reduction of VD D, one-level 4T1R-based multiplexers keep
a high-performance-level even in the near-Vt regime. When
VD D = 0.6V , one-level 4T1R-based multiplexers improve
delays by up to 2×, as compared to CMOS multiplexer.
Note that, when compared to CMOS multiplexers operating
at VD D = 0.7V , one-level 4T1R-based multiplexers operating
with VD D = 0.6V outperform up to 22% in delay.

F. Energy and Power Benefits

Fig. 14(a) shows the energy efficiency of naive 4T1R
and 2T1R-based multiplexers and 4T1R-based multiplexers
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Fig. 13. Delay comparison between CMOS and 4T1R-based multiplexers:
(a) delay improvements of one-level, two-level and tree-like structures
(VDD = 0.7 V ); (b) delay efficiency of one-level structure at near Vt regime.

with different improved structures. Note that naive 4T1R
and 2T1R-based multiplexers consumes 2.8× more energy
than the improved one-level 4T1R-based multiplexers due
to serious leakage current from input inverters. When the
input size is smaller than 24, a one-level structure multiplexer
performs better in terms of energy consumption, bringing up to
2.5× reduction compared to CMOS multiplexers, thanks to
the smaller parasitic capacitances. When the input size is
larger than 24, a two-level structure becomes the best choice.
4T1R-based multiplexers are not only efficient in energy
but also in power, as shown in Fig. 14(b). At nominal
VD D = 0.7V , one-level 4T1R-based multiplexers reduce
power by 30% as compared CMOS multiplexers. In near-Vt

regime, i.e. VD D = 0.5 V , the power reduction can reach
up to 4.2× as compared to CMOS multiplexers at nominal
VD D = 0.7V . Note that such power reduction is achieved
along with significant delay improvements.

G. Area-Delay and Power-Delay Products Analysis

To explore the inherent trade-offs with area, delay and
power, we compare Area-Delay Product (ADP) and Power-
Delay Product (PDP) of CMOS and 4T1R-based multiplexers,
as shown in Fig. 15. Similar to CMOS multiplexers, we select
the best structure for 4T1R-based multiplexers with varying

Fig. 14. Power comparison between CMOS and 4T1R-based multiplexers:
(a) energy improvements of one-level, two-level and tree-like structures
(VDD = 0.7V ); (b) power reduction of one-level structure at near Vt regime.

input sizes, in terms of best PDP. When input size is lower
or equal than 24, we consider one-level structure. When input
size is larger than 24, we consider two-level structure. Since
4T1R-based multiplexers reduce both area and delay signifi-
cantly, Area-Delay Product (ADP) of 4T1R-based multiplex-
ers can be up to 2.6× more efficient than CMOS multiplexers
than CMOS multiplexers, as illustrated in Fig. 15(a). Since
4T1R-based multiplexers are more delay and power efficient
than CMOS multiplexers in near-Vt regime, Power-Delay
Product (PDP) of 4T1R-based multiplexer improves over 3.8×
the one of CMOS multiplexers, as shown in Fig. 15(b). VD D =
0.5 V guarantees the best PDP for 4T1R-based multiplexers.
In summary, 4T1R-based multiplexers are delay and power
efficient at both nominal VD D and near-Vt regime.

VI. IMPACT OF PROCESS VARIATIONS OF RRAMS

RRAMs are more susceptible to device variations than
transistors. As their mechanism is physically stochastic, there
is a large observed cycle-to-cycle variability [5]. The variations
on RRAM parameters, such as Vset and Vreset , could lead to a
degradation of RRAM-based multiplexers performance. There-
fore, it is necessary to understand, for a given technology node,
what is the range of variations that the RRAM multiplexers can
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Fig. 15. Comparison between CMOS multiplexers and 4T1R-based multi-
plexers: (a) Area-Delay Product; (b) Power-Delay Product.

tolerate without significant degradation in delay and power.
In this section, we study the effect of two representative
RRAM parameters: Vset and Vreset , coupled with a 7 nm
FinFET technology.

A. Impact of Variations on Vset

Process variations on Vset may cause Vset < VD D, where
RRAMs could be parasitically set during operation. Take the
example in Fig. 11(b), during regular operation (highlighted
in red), where VA = G N D, VB = VD D and VC = G N D,
the voltage drop across RRAM RB could be large enough
to trigger a set process. The RRAM RB in HRS could be
gradually set to LRS after a certain amount of time. In this
part, we consider a RRAM technology whose Vset = 0.6 V is
smaller than VD D = 0.7 V . Using electrical simulations, we
run a fatigue test for a 2-input RRAM multiplexer by running
10 thousands operating cycles, whose input waveforms are
similar to the one shown in Fig. 11(b). Fig. 16 illustrates
the degradation trend of RH RS of RRAM RB , where RH RS

decreases gradually from 23M� to 0.15M� and then no
further degradation is observed. The lower bound of RH RS

degradation remains to be 0.15M� even when 100 000 and
1M operating cycles are further applied. The existence of a
lower bound of RH RS can be explained as following: The
voltage at node C in Fig. 6(a) is dependent on the resistance

Fig. 16. RH RS degradation when Vset = 0.6 V < VDD = 0.7 V .

Fig. 17. (a) Voltage across a RRAM in LRS (VA and VC in Fig. 6(a)) during
operation; and (b) RL RS degradation when Vreset = 0.1 V .

of RB ,

VC = VD D · RRB

RRA + RRB

, (7)

where RRA and RRB represent the resistances of RRAM
RA and RB in Fig. 6(a) respectively. As RRB degrades,
VC decreases as well, leading to the voltage drop across
RRAM RB decreases. When the voltage drop across RRAM
RB is reduced to Vset = 0.6 V , the parasitic set process
is stopped. The lower bound of degradation is independent
from the number of operating cycles but is related to RA

and Vset . Note that the degradation on RH RS could cause
significant leakage overhead [12]. In this paper, we consider
a 15% margin between nominal VD D and Vset . Additionally,
the excellent performance of 4T1R-based multiplexers in near-
Vt regime allows the use of low VD D, i.e., = 0.5V , further
increasing the margin to 60%. We believe such margin is
sufficient to resist Vset variations.

B. Impact of Variations on Vreset

A parasitic reset process could also happen to a RRAM in
LRS when the voltage drop across RRAM |VR R AM | < |Vreset |.
However, during normal operation, the voltage drop across a
RRAM is typically smaller than 0.1 V , as shown in Fig. 17(a),
and the duration of such voltage drop is as short as 24 ps.
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Hence, as long as Vreset varies to be above max{VC − VA},
i.e., = 0.1 V , a parasitic reset process can be fully avoided.
Using electrical simulation, we consider Vreset = 0.4 V , 0.5 V
and 0.6 V in the same torture test as described in Section VI-A,
and the resistances of RRAM in LRS remains unchanged
in all the conditions. Even if Vreset is smaller than
max{VC − VA}, RL RS degradation is much less serious than
RH RS . Fig. 17(b) illustrates that when Vreset is below 0.1 V ,
the parasitic reset caused by a rising edge of VA (VC > VA)
can be partly recovered by a falling edge of VA (VC < VA),
resulting in a 0.5� RL RS degradation per operation cycle.
However, as compared to nominal Vreset = 0.8 V considered
in this paper, process variation can be well controlled to ensure
Vreset > 0.1 V and thus parasitic reset can be fully avoided.

VII. CONCLUSION

In this paper, we proposed new one-level, two-level and tree-
like multiplexers circuit designs using 4T(ransistors)1R(RAM)
elements and we compared them to naive one-level multi-
plexers. We studied the physical design aspects of the 4T1R-
based multiplexers, e.g., layout for 7 nm FinFET technology
and the co-integration of low-voltage nominal power supply
and high-voltage programming supply. Electrical simulations
show that using a 7 nm FinFET transistor technology and
by considering input size ranging from 2 to 50, the proposed
4T1R-based multiplexers reduce delay by 2× and energy by
2.8× over the naive 4T1R and 2T1R counterparts. At nom-
inal working voltage, the proposed 4T1R-based multiplexers
reduces Area-Delay and Power-Delay products by 2.6× and
3.8× respectively, as compared to the best CMOS multiplexers
topologies. The proposed 4T1R-based multiplexers operated
at near-Vt regime can achieve up to 22% delay improvement
along with 2.3× power reduction, as compared to best CMOS
multiplexers working at nominal voltage.
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