
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 63, NO. 4, APRIL 2016 503

A Study on the Programming Structures
for RRAM-Based FPGA Architectures

Xifan Tang, Student Member, IEEE, Gain Kim, Student Member, IEEE,
Pierre-Emmanuel Gaillardon, Member, IEEE, and Giovanni De Micheli, Fellow, IEEE

Abstract—Field Programmable Gate Arrays (FPGAs) can ben-
efit non-volatility and high-performance by exploiting Resistive
Random Access Memories (RRAMs). In RRAM-based FPGAs,
the memories do not only replace the SRAMs and store config-
urations, but they can also replace the transmission gates and
propagate datapath signals. The high-performance achievable by
RRAM-based FPGAs comes from the fact that the on-resistance
of the memory devices RLRS is smaller than the equivalent re-
sistance of a transmission gate. Efficient programming structures
for RRAMs should provide high current density with a small
area footprint, to obtain a low RLRS. In this paper, we first
examine the efficiency of the widely-used 2Transistor/1RRAM
(2T1R) programming structure and identify four major limita-
tions of the 2T1R structure. To overcome these limitations, we pro-
pose a 2Transmission-Gates/1RRAM (2TG1R) and a 4Transistor/
1RRAM (4T1R) programming structures. We perform both the-
oretical analysis and electrical simulations on the evaluated pro-
gramming structures. 4T1R programming structure is the best in
terms of current density with 1.4 × and 1.1 × as compared to
2T1R and 2TG1R counterparts, respectively. We also investigate
the effect of boosting the programming voltage Vprog of the
programming structures. Experimental results show that boosting
Vprog for all the programming structures improves driving cur-
rent of the evaluated programming structures by 3 × and area
efficiency by 1.7 × on average.

Index Terms—FPGA, programming structure, resistive memory.

I. INTRODUCTION

R ESISTIVE random access memory (RRAM) technology
[1]–[3] is one of the most promising candidates for

next generation non-volatile memory (NVM) technology [4].
From a circuit-level perspective, RRAMs can be regarded as
programmable resistors. By applying suitable programming
voltages and currents, RRAMs can be set/reset into two stable
resistance states: the low-resistance state (LRS) and the high-
resistance state (HRS). Compatible with CMOS fabrication
techniques, RRAMs can be integrated between metal layers
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over transistors during a back-end-of-line (BEoL) process,
bringing opportunities to high-density co-integration. Device
parameters of RRAMs, such as resistances and programming
voltages, are dependent on the employed materials, the stack
architecture and the fabrication techniques [3]. The large range
of achievable device properties enable RRAMs to meet the
different application needs, such as dense memory arrays [5]
or non-volatile FPGAs [6].

RRAM technology has attracted intensive research interests
in novel FPGA architectures [6]–[12]. These proposed RRAM-
based FPGA architectures employ RRAMs not only to store
configurations, i.e., replacing SRAMs, but also to propagate
datapath signals, i.e., replacing transmission gates. RRAMs
reduce the transistor area thanks to BEoL process and lead to
a higher density of integration. In addition, the low-resistance
state RLRS of RRAMs introduces a equivalent resistance in
datapaths lower than the transmission gates, improving the per-
formance of routing elements. Programming structures allow
individual access to the RRAMs and provide the voltage and
current required during the resistance state switching. Efficient
programming structures for RRAMs should employ a small
area footprint while providing the high current density required
to program a low RLRS. Previous works [6]–[11] use 2Tran-
sistor/1RRAM (2T1R) programming structure to program the
RRAMs. The 2T1R programming structure consists of two n-
type transistors. However, the n-type transistors may suffer seri-
ous body effects when propagating high programming voltages,
weakening their current density. Therefore, it is necessary to
precisely study the properties of a 2T1R programming scheme.

In this paper, we first examine the efficiency of 2T1R pro-
gramming structure and identify four major limitations: 1) it
provides a rather low current density due to imbalanced voltage
drops across transistors; 2) its bulk connections cause serious
body effects; 3) it requires driving inverters that introduce
voltage drops and reduce the current density; 4) the same tran-
sistors are used for the different programming phases requiring
worst case condition designs and resulting in area inefficien-
cies. To avoid problems 1) and 2), we introduce transmission-
gates (TGs) in 2T1R structure, called 2TG1R programming
structure. To alleviate all the 2T1R limitations, we propose
a more advanced 4T1R programming structure that uses two
pairs of p-type and n-type transistors to set/reset RRAMs. We
perform both theoretical analysis and electrical simulations on
the introduced programming circuits. Simulation results show
that 4T1R programming structure is the best in terms of current
density with 1.4 × and 1.1 × as compared to 2T1R and
2TG1R counterparts, respectively. We investigate the effect of
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Fig. 1. (a) RRAM structure and illustration on conducting filaments; (b) bipolar
RRAM I–V characterization.

boosting programming voltage Vprog on the three programming
circuits. Experimental results show that boosting Vprog for all
the programming structures can improve driving current by 3×
and area efficiency by 1.7× on average.

The rest of this paper is organized as follows. Section II in-
troduces background information about RRAM technology and
RRAM-based FPGA architectures. Section III shows the exper-
imental methodology used in the paper. Section IV analyzes
in detail the 2T1R programming structure, while Section V
and Section VI introduce the 2TG1R and 4T1R programming
structures, respectively. Section VIII concludes this paper.

II. BACKGROUND AND MOTIVATIONS

In this section, we give a brief introduction on RRAM
technologies and RRAM-based FPGA architectures.

A. Overview of RRAM Technology

RRAM technologies have been heavily studied in recent
years [1]–[3]. RRAMs can be considered as two-terminal pro-
grammable resistors, consisting of three layers: the top metal
electrode, the switching metal oxide and the bottom metal elec-
trode, as shown in Fig. 1(a). The conductivity of the metal oxide
can be modified by applying a programming voltage between
the electrodes, leading to a switching event between two stable
resistance states: the low resistance state (LRS) and the high
resistance state (HRS). According to its switching mechanism,
RRAMs can be classified into categories, unipolar resistive
switching (URS) and bipolar resistive switching (BRS) [3].
In this paper, we only focus on BRS RRAMs whose I–V char-
acteristics are illustrated in Fig. 1(b). Before usage, RRAMs
have to go through a forming process, during which the conduc-
tivity of the switching metal oxide is initialized. After forming,
applying a positive programming voltage Vset induces a switch-
ing event from HRS to LRS, called the set process. Conversely,
a negative programming voltage Vreset invokes a switching
event from LRS to HRS, called the reset process. Note that
there are threshold voltages for both Vset and Vreset. Switching
events in metal oxide happen when the applied programming
voltage is above the threshold voltage. However, a current
compliance Iset is often enforced during the set process to avoid

a permanent breakdown of the device. Besides a threshold in
programming voltage, conductivity switching in metal oxide
also requires a minimum pulse width of programming voltage.
The pulse width of programming voltage determines the writing
speed of a RRAM device [3]. The conductivity of the switching
metal oxide is determined by conducting filaments, which are
formed during switching and whose widths depend on the
programming current. The wider the filament is, the higher
the conductivity is and the lower the RLRS is. Therefore, a
lower/higher resistance of RRAMs can be obtained by driving
a higher/lower the programming current during the set process
[16]. For example, the red filament in Fig. 1(a), which is
achieved by the red set process in Fig. 1(b), leads to a lower
RLRS than the green filament in Fig. 1(a), which is achieved by
the green set process in Fig. 1(b). The tunable RLRS is a unique
property of RRAM devices.

In addition, RRAMs should be able to afford a reason-
ably large number of writing operations, expressed by the
endurance, and also should be able to maintain the resistance
state for a long period without degradation, expressed by the
data retention. Back-End-Of-Line (BEoL) technology allows
RRAM to be fabricated on the top of, or between, metal layers,
with a effective memory cell area as low as 4F 2, where F is the
feature size [17]. The BEoL integration leads to a low additional
cost in fabrication, and the filament mechanism determines that
RRAMs can be scaled down like transistors.

B. RRAM-Based FPGA Architecture

Fig. 2 describes the principles of the FPGA architecture,
where an array of heterogeneous blocks is surrounded by global
routing architecture. Heterogeneous blocks consist of config-
urable logic blocks (CLBs), memory banks and digital signal
processor (DSP) blocks. The global routing architecture is built
with connection blocks (CBs) highlighted in green, which con-
nect heterogeneous blocks to routing tracks, and switch boxes
(SBs) highlighted in red, which interconnect routing tracks to-
gether. Inside a CLB, there is a number of basic logic elements
(BLEs) each of which consists of a look up table (LUT), a
D flip-flop (FF), and an output selector (2:1 multiplexer). A group
of multiplexers called local routing architecture interconnect
the CLB input/output pins to BLE input/output pins. Modern
FPGAs [18], [19] exploits more complex CLB architectures
with additional circuitry such as hard carry chains or shift
registers, in order to boost the performances of the architecture.
Modern FPGA architectures exploit a high density of logic and
routing resources, leading to ∼108 programming bits [8].

In RRAM-based FPGAs [6]–[11], the static random access
memories (SRAMs), used to store the configurations, are re-
placed with non-volatile SRAMs as shown in Fig. 2(a). In
addition to non-volatility, RRAMs can also bring performance
improvements to multiplexers as shown in Fig. 2(b). In the
RRAM-based multiplexers, SRAMs and transmission gates
are replaced by RRAMs and 2Transistors/1RRAM (2T1R)
programming structures. RRAMs are employed not only for
storing routing configurations but also to route signals. When
programmed into LRS, the RRAMs propagate signals within
the datapaths, having the same functionality as transmission
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Fig. 2. RRAM-based FPGA architecture and circuit designs: (a) Non-volatile
scan-chain SRAM; (b) RRAM-based multiplexer.

gates in on state. In contrast, when programmed into HRS,
the RRAMs block signals in datapaths, corresponding to the
transmission gates in off state. Compared to the transmission
gates, the RRAMs can reduce the equivalent resistances of data-
paths by up to 75%, significantly improving the performance of
multiplexers.

When employed at nominal supply voltage, RRAM-based
FPGAs can reduce the area by 7%–15%, increase the per-
formance by 45%–58%, and reduce the power consumption
by 20%–58%, compared to SRAM-based FPGAs [6]–[10].
Additionally, compared to transmission gates, the resistance
values of RRAMs do not degrade when the operating voltage

Fig. 3. System-level implementations exploiting the 2T1R programming struc-
ture: (a) scan chain [6]; (b) memory bank [8].

decreases [11]. Furthermore, the use of proper programming
transistor sizing technique can further reduce the area, de-
lay of RRAM-based circuits [11]. Operated in the near-Vt

regime, RRAM-based FPGAs can achieve 20% area saving,
10% performance gain and 65% power reduction, compared to
mainstream SRAM-based FPGAs [11].

C. Strategies for Individual RRAM Access

Previous works [6]–[11] mainly exploit two different strate-
gies to access the individual 2T1R memory elements. A scan-
chain organization, as shown in Fig. 3(a), has been proposed in
[6] while a memory bank arrangement, as shown in Fig. 3(b),
has been employed in [8]. With the scan-chain organization that
is similar to modern FPGAs, RRAMs are programmed through
flip-flop (FF) outputs when signal prog is set to 1. For example,
when Q0 = 1, Q1 = 0, a set process for RRAM0 is started.
In a memory bank arrangement, the RRAMs are programmed
through bit lines (BLs) and word lines (WLs). For instance,
when WL[1] = 1, WL[2] = 1, BL[0] = 1, BL[2] = 0, a set
process for RRAM is initiated. Note that, with this strategy,
only one RRAM is programmed at a given time—allowing to
limit the programming current to be delivered to the chips.

Programming structures are of great importance for RRAM-
based FPGAs, as they must provide high current to efficiently
achieve low RLRS while minimizing the area footprint. Previ-
ous works [6]–[11] propose that high current can be achieved by
increasing the sizes of the transistors. Note that the principles
in the circuit designs of programming structures are differ-
ent from logic gates, because the programming structures are
driving a resistive load instead of a capacitive one. To drive
a resistive load like a RRAM, the source-to-drain voltages
VDS of transistors should be large enough in order to ensure
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a high current. Moreover, when the VDS voltage drops of
the transistors take most of the supply range Vprog and the
voltage difference between the RRAM electrodes goes below
the programming threshold voltage, a correct programming
cannot be guaranteed. To the best of our knowledge, previous
literature treated RRAMs as standard CMOS loads, i.e., mostly
capacitive, in the 2T1R structures [6]–[11] and the details of the
associated programming circuit design were not investigated.
In this work, we study the specificities and limitations of 2T1R
programming structures through both theoretical analysis and
electrical simulations, and propose solutions to the associated
shortcomings, such as low current density and area inefficiency.

III. EXPERIMENTAL METHODOLOGY

In this paper, we consider the RRAM model in [13], whose
Vset/Vreset is 1.3 V/ −1.3 V respectively, RLRS is 500 Ω, and
RHRS is 20 kΩ (RHRS/RLRS = 40). The current compliance
Iset is set to 1 mA to avoid permanent device breakdown while
the reset current Ireset is 1 mA. The minimum required pulse
width for programming the RRAM element is 100 ns. The
programming structures discussed in the paper are implemented
with I/O transistors (W/L = 320 nm/270 nm) from a commer-
cial 45 nm process technology. The associated transistor model
is based on BSIM4. The standardVGS and VDS of transistors are
2.5 V. The transistors can be over-driven up to 3.0 V. The ratio
between p/n-type transistors β is set to 3. In this paper, we also
consider the area overhead of the P-well of p-type transistors
for which a penalty factor γ = 1.2 is set.

Electrical simulations are run with HSPICE simulator [21].
The time step of electrical simulations is set to 0.1 ps. In
each simulation, the RRAM is initialized to the HRS and then
transistors are turned on to program the RRAM into LRS. At the
end of programming period, we measure the voltage difference
between the RRAM electrodes and the current passing through
to calculate the LRS resistance RLRS.

We sweep two parameters: the width of transistors Wprog

and the programming voltage Vprog, to study their impact on
the performance of programming structures. Wprog is defined
as the width of the n-type transistors used in the structures
expressed by the minimal size transistors. Wprog is swept in the
range from 1 to 5 with a 0.1 step. Vprog is swept in the range
from 2.5 V to 3.0 V with a 0.1 V step.

Note that, to achieve significant FPGA improvements, a
RHRS of at least 20 MΩ must be employed [23]. However,
as the presented methodology and structures are general for
any device parameters and for the sake of reproducibility,
we present results using the base parameters of the RRAM
model in [13].

IV. 2T1R PROGRAMMING STRUCTURE

In this section, we first introduce the circuit design of the
2T1R programming structure and then discuss the limitations
of the 2T1R structure with theoretical analysis and electrical
simulations. In the rest of the paper, we focus on the set process
when conducting theoretical analysis. Without loss of general-
ity, our approach can be applied to the reset process as well.

Fig. 4. A 2T1R programming structure extracted from system-level implemen-
tations in Fig. 3.

A. 2T1R Circuit Structure

In Fig. 4, we extract a 2T1R structure along with its driving
inverters from the system-level implementation shown in Fig. 3.
A 2T1R structure requires driving inverters to provide the
voltage levels of VprogTE and VprogBE during a programming
phase. In a set process, the terminals of 2T1R structure VprogTE

and VprogBE are driven by a p-type transistor P1 and a n-type
transistor N3, respectively. As illustrated in Fig. 4, the driving
inverters introduce two potential voltage drops caused by the
drain-to-source voltage VDS3 and VDS4 of transistors P1 and
N3, while the 2T1R structure has two built-in voltage drops
caused by VDS1 and VDS2 of transistors N1 and N2. In a reset
process, the terminals of 2T1R structure VprogTE and VprogBE

are driven by a n-type transistor N4 and a p-type transistor P2,
respectively. Similar, another two drain-to-source voltage drops
of transistors P2 and N4 are introduced. To avoid the effect of
VDS3 and VDS4, the sizes of transistors P1 and N3 have to be far
larger than N1 and N2, so that VDS3 and VDS4 can be neglected
compared to VDS1 and VDS2. We take this assumption in the
rest of the analysis.

B. I–V Characteristics of 2T1R Structure

In this part, we consider the voltage drops VDS1 and VDS2 in
Fig. 4 and discuss the I–V characteristics of a 2T1R structure.
By considering Kirchhoff circuit laws⎧⎪⎨

⎪⎩
Ids = f(VGS1, VDS1) = f(VGS2, VDS2)

VRRAM = IdsRRRAM

Vprog = VDS1 + VDS2 + VRRAM.

(1)

where Ids is the current passing through the transistors and
RRAM. RRRAM denotes resistance of RRAM. f(VGS1, VDS1)
and f(VGS2, VDS2) represent the I–V relationships of transis-
tors N1 and N2 in Fig. 4. To give an intuition on the operat-
ing points of transistors, we consider the following transistor
model:

Ids=

{
kn

W
L

[
(VGS−VT )VDS − 1

2V
2
DS

]
, VDS<VGS−VT

1
2kn

W
L (VGS−VT )

2, VDS≥VGS−VT

(2)
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Fig. 5. I–V characteristics of the 2T1R structure.

where kn denotes the process transconductance parameter of
a n-type transistor and VT represents its threshold voltage.
W and L are the width and length of channel, respectively.
VGS is the voltage difference between the gate and source
terminals. VDS is the voltage difference between the drain and
source terminals. The intuitive results obtained with the model
will be subsequently validated by SPICE simulations. In the
theoretical analysis, we focus on studying how the current
Ids is changed with VGS1, VGS2, VDS1 and VDS2 during a set
programming phase.

Fig. 5 illustrates the I–V curve of the transistors N1 and N2
during the programming phase. A programming phase starts
when the transistors N1 and N2 are turned on and the RRAM
is in HRS. At the start point P, Ids is close to zero because the
HRS resistance RHRS of the RRAM typically is very high, lead-
ing to VDS1 and VDS2 approaching zero. VRRAM is above the
programming threshold voltage Vset, and therefore a resistive
transition occurs and the resistance decreases. Note that VGS2

equals to VG2 because the source voltage of transistors N2 is
GND, while VGS1 = VG1 − VTE, is much smaller than VGS2.
Then, the resistance of the RRAM is gradually decreasing from
RHRS to RLRS, leading to an increase in Ids. The growth in
Ids creates a positive feedback: VDS1 and VDS2 are increasing
to provide a higher current which leads the voltage difference
across the RRAM to decrease. The positive feedback continues
until the VRRAM reaches the Vset of the RRAM, i.e., the
memory cannot switch anymore. At this point, Ids, VDS1 and
VDS2 reach their peak values. Note that during the programming
phase, VGS1 is increasing as the source voltage of transistors
N1, VTE, is decreasing, but it is still smaller than VGS2. The
difference in VGS causes a VDS gap because VDS1 has to be
larger than VDS2 in order to drive the same current. Therefore,
transistor N1 may work in deep linear region or even saturation
region while transistor N2 has to work in linear region, causing
the programming current to be much lower than what saturated
transistors can offer.

Boosting Vprog can reduce the difference between VDS1 and
VDS2, improving the driving strength of transistors. Its effort
will be studied by electrical simulations.

C. Considerations About Bulk Connections

Typically, in digital circuit designs, the bulks of n-type
transistors are connected to GND, as shown in Fig. 6(a).
However, the regular bulk connections for the 2T1R structure
causes serious body effects. In a set process where VprogTE ≈
Vprog and VprogBE ≈ GND, the VSB = VS1 of transistor N1

Fig. 6. (a) Asymmetric bulk management of the 2T1R structure. (b) Symmetric
bulk management of the 2T1R structure. (c) Single well application of layout.
(d) Triple well application of layout.

in Fig. 6(a) is larger than Vset = VS1 − VD2, which leads to a
high threshold voltage of transistor N1 and reduces its driving
strength. Note that the VSB of transistor N2 is negligible due
to the VDS3 and VDS4 and its driving strength is reduced as
well. Similar conclusion can be drawn in a reset process where
VprogTE ≈ GND and VprogBE ≈ Vprog.

To alleviate the serious body effect, a symmetric bulk
connection can be envisaged as shown in Fig. 6(b). When
VprogTE ≈ Vprog and VprogBE ≈ GND, the VSB of transistor
N1 equals to VDS which is smaller than in the previous case
and improves the driving strength. The VSB of transistor N2 is
strictly zero, totally eliminating the body effect. Similar conclu-
sion can be drawn when VprogTE≈GND and VprogBE≈Vprog.

However, when a symmetric bulk is implemented with a
single-well technology as shown in Fig. 6(c), the substrate
is connected to two voltage sources VprogTE ≈ Vprog and
VprogBE ≈ GND, resulting in a high leakage current Isub.
Besides, the junction diode at the source of transistor N1 is pos-
itively biased, introducing another high leakage current Idiode.
Isub can be reduced to zero with a triple-well technology as
shown in Fig. 6(d), but Idiode remains a concern. In short, there
exist serious problems in connecting the bulks of 2T1R struc-
ture, limiting its feasibility from a physical design perspective.

D. Area Estimation

We estimate the area of the programming structures in terms
of minimal size transistors. While we only considered the set
process, it is worth noticing that in the 2T1R structure, the
same transistors N1 and N2 are used in reset process as well.
Typically, the reset current is not the same as the set current [3].
To be applicable in both set and reset, the size of transistors
N1 and N2 should be determined by the largest of set/reset
currents. Assume Wprog,set and Wprog,reset are the transistor
sizes required for the set and reset operations, respectively. In
the context of a memory bank, we assume that a driving inverter
for a BL is shared by N 2T1R structures{

2Wprog,set + 2 · (1 + βγ)Winv/N, Iset ≥ Ireset

2Wprog,reset + 2 · (1 + βγ)Winv/N, Iset < Ireset
(3)
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Fig. 7. Transient analysis on voltages and current in the 2T1R structure during
a set process ( Wprog = 5, Vprog = 3.0 V, Winv = 20, 1Wprog = 320 nm).

where β is the ratio of p-type and n-type transistors and γ is
the penalty factor for the area overhead of the P-well of p-type
transistors. Winv is the size of driving inverters. When the set
current is larger than the reset current, the area is determined by
Wprog,set. When the reset current is larger than the set current,
the area is determined by Wprog,reset. In this case, during the
set process, transistor N1 and N2 should be under-drived by
reducing VG1, VG2 and Vprog to respect the current compliance.
Unlike the Wprog,set, a large Wprog,reset does not contribute
to a high RHRS. In others words, a large Wprog,reset does
not improve the performance as the Wprog,set does. Therefore,
when Iset < Ireset, the area consumed by a large Wprog,reset is
not directly contributing to a performance improvement.

E. Electrical Simulations

First, we validate our theoretical intuitions by presenting the
SPICE transient analysis of the 2T1R structure. Then, we show
the SPICE results of the VDS and programming current Ids of
the 2T1R structure.

1) Transient Analysis: Fig. 7 illustrates current and voltage
waveforms of the 2T1R structure during a set process. After the
transistors are turned on, a voltage difference VMAX between
the RRAM electrodes is applied, initiating the set transition on
the memory. The reduction on the resistance of the RRAM leads
to an increase in Ids. To support the growing Ids, the VDS of
transistors have to increase, leading to VTE is decreasing and
VBE is increasing. The RRAM stays in programming phase
until VTE − VBE reaches the threshold voltage Vset.

2) VDS of Transistors N1 and N2: Fig. 8(a) shows the
trend of VDS in a 2T1R structure by sweeping Wprog and
Vprog, where Winv is 20 in order to keep VDS3 and VDS4

negligible. The VDS difference reaches 0.65 V when Vprog =
2.5 V on average. Boosting Vprog can reduce the VDS difference
down to 0.5 V. A larger Vprog can increase the VDS2 by 2.8
×. Fig. 8(b) depicts the trend of VDS in 2T1R structure by
sweeping Wprog and Winv, where Vprog is 3.0 V. Increasing
Winv can effectively reduce the VDS gap by 15%.

3) Programming Current Ids: The achievable programming
currents Ids are determined by VDS. A high Vprog can increase

Fig. 8. (a)VDS1 andVDS2 in 2T1R structure under diverseVprog (Winv=20);
(b) VDS1 and VDS2 in 2T1R structure under diverse Winv (Vprog=3.0 V).
(1 Wprog = 320 nm).

the VDS, as explained in Section IV-B. Fig. 9(a) illustrates that
for the same Winv, we can improve 3.4 × Ids by boosting Vprog

from 2.5 V to 3.0 V on average. Winv is another important
factor that influences the Ids. A large Winv can reduce VDS3

and VDS4 while increase VDS1 and VDS2. As shown in Fig. 9(b),
a large Winv, such as 20, leads to a 3.8 × higher Ids than the
smallest Winv = 1 on average. In short, boosting Vprog is an
efficient method in improving Ids, which avoids the use of large
transistors. A large Winv (i.e., = 20) must be applied to avoid a
serious degradation on Ids.
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Fig. 9. (a) Ids in 2T1R structure under diverse Vprog (Winv = 20); (b) Ids in
2T1R structure under diverse Winv (Vprog = 3.0 V). (1 Wprog = 320 nm).

F. Discussion About Limitations

From theoretical analysis and electrical simulations, we see
four major limitations of 2T1R structure:

1) Its current density is low due to the intrinsic low VDS2;
2) Its bulk connections lead to a high leakage current;
3) Its current density is weakened by a small Winv;
4) Its area is bounded by the maximum of Wprog,set and

Wprog,reset, which is not efficient when Ireset is large.
5) It is not manufacturable due to the layout issues. Hence,

in the rest of the paper, we only refer to it when compar-
ing the current density.

V. 2TG1R PROGRAMMING STRUCTURE

In this section, we improve the previous 2T1R circuit by
replacing the n-type transistors and propose a 2TG1R program-
ming structure. The 2TG1R circuit, comprising of four transis-
tors, increases the current density significantly and overcomes
the bulk management problem. The solution is validated using
the electrical simulations.

Fig. 10. A 2TG1R programming structure extracted from system-level imple-
mentations in Fig. 3.

A. 2TG1R Circuit Structure

Replacing the n-type transistors in 2T1R structure with trans-
mission gates is a solution to the bulk management and driving
strength. As shown in Fig. 10, the bulks of the n-type and p-type
transistors (in total 4 transistors) are connected respectively to
the highest and lowest potentials, similarly to common digital
design practice, removing the bulk leakage and body effects.
The driving inverters are still required to provide the voltage
levels of VprogTE and VprogBE during the programming phases.
Whatever in a set or reset process, there always exist a p-type
transistor and a n-type transistor whose VSB = 0. Therefore,
these two transistors whose VSB = 0 can provide higher current
than 2T1R structure. Although the other two transistors (weak
p-type and weak n-type) suffer serious body effects, they still
contribute to the currents. Hence, the total current offered by
2TG1R structure is higher than 2T1R structure.

B. Area Estimation

We consider the area of a 2TG1R structure in the context of
a memory bank as well. By considering the area of two p-type
transistors, the area of a 2TG1R structure is:{
2 · (1 + βγ)Wprog,set+ 2 · (1 + βγ)Winv/N, Iset≥Ireset

2 · (1 + βγ)Wprog,reset+ 2 · (1 + βγ)Winv/N, Iset<Ireset.

(4)

In summary, the area of 2TG1R circuit is still bounded to the
largest of Wprog,set and Wprog,reset. When Iset < Ireset, area
investment on Wprog,reset does not bring any improvement on
performance. This is extremely inefficient when Wprog,reset is
large. A 2TG1R circuit leads to a even larger area overhead than
2T1R structure due to the use of p-type transistors.

C. Electrical Simulations

In this section, we show the electrical simulation results of
2TG1R structure. We focus on the improvements on VDS and
Ids of 2TG1R structure, compared to the baseline 2T1R element.

1) Transient Analysis: Basically, the waveforms of the tran-
sient analysis on a 2TG1R are the same as 2T1R structure. The
only difference lies in the slope rate of VTE and VBE during the
programming phase. In 2TG1R, VTE decreases at the same rate
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Fig. 11. (a) VDS1 and VDS2 in 2TG1R structure under diverse Vprog (Winv =
20); (b) VDS1 and VDS2 in 2TG1R structure under diverse Winv (Vprog =
3.0 V). (1 Wprog = 320 nm).

as VBE increases. In the other word, VDS1 and VDS2 in 2TG1R
grow at the same rate.

2) VDS Gap Improvement: As shown in Fig. 11(a) and (b),
a 2TG1R structure reduces the VDS gap by 5×, compared
to a 2T1R structure. Like the 2T1R structure, boosting Vprog

can improve VDS2 of 2TG1R by 1.8×. However, a 2TG1R
still requires a large Winv = 20 to avoid the degradation on
VDS gap, coming from a non-negligible VDS3 and VDS4. When
Winv = 1, the VDS gap degrades by 2×.

3) Programming Current Ids: Boosting Vprog and Winv

achieves a similar effect on the Ids than on the 2T1R structure.
Boosting Vprog can improve Ids of 2TG1R by 1.8×. Increasing

Fig. 12. (a) The proposed 4T1R structure. (b) Extracted 4T1R structure in a
set process.

Winv from 1 to 20 can improve Ids of 2TG1R by 4.3×. The Ids
of 2TG1R is 1.2× higher than 2T1R structure.

D. Summary: Advantages and Limitations

From theoretical analysis and electrical simulations, 2TG1R
structures have the following advantages over 2T1R structure:

1) The VDS gap is reduced by 5×, contributing to a 1.2×
improvement in Ids;

2) Its bulk connections are regular, removing the bulk leak-
age and body effects.

However, the 2TG1R still shares two limitations with the 2T1R
structure:

1) Large driving inverters are still needed to avoid current
density degradation;

2) The area is still constrained by the worse case of
Wprog,set and Wprog,reset, which is inefficient when
Iset < Ireset and Wprog,reset is large.

VI. 4T1R PROGRAMMING STRUCTURE

In this section, we propose a 4T1R programming structure
able to alleviate the addressed limitations of 2T1R program-
ming structures. We first introduce the circuit design and con-
duct theoretical analysis. Then, we compare the 4T1R structure
with 2T1R and 2TG1R structures using electrical simulations.

A. 4T1R Circuit Structure

Fig. 12(a) illustrates the schematic of the 4T1R structure
which consists of two p-type transistors P1 and P2 and two
n-type transistors N1 and N2. The sources of the transistors in
the 4T1R structure are directly connected to the voltage sup-
plies, eliminating the driving inverters used with the 2T1R and
2TG1R solutions. The programming phase is launched by ap-
propriately biasing the gates of the transistors. In a set process,
the transistors P1 and N2 are turned on while the transistor P2
and N1 are turned off , applying a positive programming voltage
between VTE and VBE, as shown in Fig. 12(b). Conversely,
when the transistors P2 and N1 are turned on and the tran-
sistors P1 and N2 are turned off , applying a negative voltage
between VTE and VBE, a reset process is operated. When the
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Fig. 13. I–V characteristics of the 4T1R structure: (a) Vset = Vreset; (b) Vset < Vreset or Iset < Ireset; (c) Vset > Vreset or Iset > Ireset.

programming segment is finished, all the transistors are turned
off . The 4T1R structure is compatible to the system-level im-
plementations in Fig. 3. In a scan-chain organization,VG1, VG2,
VG3, VG4 can be connected to Q0, Q0, Q1, Q1, respectively.
In a memory bank organization, VG1, VG2, VG3, VG4 can be
connected to BL[0], WL[2], BL[2], WL[1], respectively.

B. Theoretical Analysis on I–V Characteristics

We first focus on the set process [Fig. 12(b)]. By apply-
ing Kirchhoff Circuit Laws, we can express the following
relationships:⎧⎪⎨

⎪⎩
Ids = f(VGS1, VDS1) = f(VGS2, VDS2)

VRRAM = IdsRRRAM

Vprog = VDS1 + VDS2 + VRRAM.

(5)

VDS1 and VDS2 represent the drain-to-source voltages of tran-
sistors P1 and N2, respectively. VGS1 and VGS2 represent the
gate-to-source voltages of transistors P1 and N2, respectively.
Note that in the 4T1R structure, the sources of the transistors
are connected to constant voltage supplies, giving stable VGS

during the programming phase. We can set VGS1 = VGS2.
According to the basic transistor model shown in (2), when
VGS1 = VGS2, we can find

VDS = VDS1 = VDS2. (6)

Combining (5) and (6), we can reach

Ids =
Vprog

RRRAM
− 2

RRRAM
VDS. (7)

We plot the I–V curves of (2) and (7) in Fig. 13(a). The cross-
ing points P (∼0, Vprog/RHRS) and Q ((Vprog − Vset)/2, Iset)
in Fig. 13(a) represent the starting and end points of a set
procedure. From P to Q, VDS gradually increases to provide a
large Ids. On the other side, RRRAM decreases as Ids grows.
The increment of Ids further induces a increase in VDS and
a decrease in RRRAM. When VRRAM reaches the threshold
programming voltage Vset of the RRAM, the set process stops
[point Q in Fig. 13(a)]. We can determine VDS,Q = (Vprog −
Vset)/2 and Ids,Q = Vset/RRRAM,Q at the ending point Q.
Note that RRRAM,Q is the programmed RLRS of the RRAM
while RRRAM,P is RHRS of the RRAM.

In the reset process, let Vreset be the threshold programming
voltage of the RRAM. The I–V curve of reset process could
be different from set process because of the technological con-
straints (Vreset and Ireset). Fig. 13 illustrates the three cases that
could happen during a reset process. Similar to the analysis in
set process, we define the operating point P (∼0, Vprog/RHRS)
as the ending point of a reset process and the operating
point N ((Vprog − Vreset)/2, Ireset) as the starting point of a
reset process. Fig. 13(a) is applicable to all the conditions
where Vset ≥ Vreset, Iset ≥ Ireset, where point N overlaps
point Q. In this case, the reset process is an exact reverse trace
of the set process. Fig. 13(b) covers the most difficult condition:
Vset < Vreset and Iset < Ireset. Compared to the set, the starting
point N of the reset process is most stringent. As a result, a
Wprog,reset/VGS,reset larger than Wprog,set/VGS,set will have
to be used to reach point N. Note that Fig. 13(b) is applicable
for other conditions where either Vset < Vreset or Iset < Ireset
happens. Finally, Fig. 13(c) covers another case where Vset >
Vreset and Iset > Ireset, while the case shown in Fig. 13(a) still
applies in the case, it would result in an oversizing for the
reset process. In the case of Fig. 13(c), the starting point of
reset process N leads to a smaller Wprog,reset/VGS, reset than
Wprog,set/VGS,set.

Note that Fig. 13 reveals another shortcoming of 2T1R
and 2TG1R structures, which use the same programming
transistors for both the set and the reset processes. Due to
this fact, they must be sized according to the worse case
max{Wprog,set,Wprog,reset}. Hence, for the conditions illus-
trated in Fig. 13(b) and (c), the 2T1R and 2TG1R structures
have to use two different VGS for the set and the reset processes
(VGS,set �= VGS,reset). When two different VGS are needed, the
system-level implementations in Fig. 3 will require additional
circuitry for generating controlling signals, i.e., WL[1] and
WL[2] should have three voltage levels: VGS,set, VGS,reset,
and GND.

C. Current Density Boosting Methodologies

Vprog and Wprog are the two controllable parameters for
circuit designers to boost Ids,Q. In this part, depending on the
working regions of the crossing point Q, we investigate the
boosting methodologies for Ids,Q by tuning Vprog and Wprog.
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1) Linear Region: When the transistors work in the linear
region at the crossing point Q, we can obtain the following
equations:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ids,Q = kn
Wprog

L

[
(VGS − VT )VDS,Q − 1

2V
2
DS,Q

]
VDS,Q < VGS − VT

Ids,Q =
(Vprog−2VDS,Q)

RRRAM,Q

VDS,Q =
(Vprog−Vset)

2 .

(8)

From (8), we can determine Ids,Q⎧⎪⎪⎨
⎪⎪⎩
Ids,Q=

knWprog[(VGS−VT )(Vprog−Vset)− 1
4 (Vprog−Vset)

2]
L

RRRAM,Q=
2L·Vset/Wprog

kn[(VGS−VT )(Vprog−Vset)− 1
4 (Vprog−Vset)2]

Vprog<2(VGS−VT )+Vset.

(9)

In this case, both Wprog and Vprog can influence Ids,Q. By
increasing Wprog and Vprog, Ids,Q can be magnified, leading
to a higher current density.

2) Saturation Region: When the crossing point Q lies in the
saturation region, we obtain the following equations:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ids,Q = kn
Wprog

L (VGS − VT )
2

VDS,Q ≥ VGS − VT

Ids,Q =
(Vprog−2VDS,Q)

RRRAM,Q

VDS,Q =
(Vprog−Vset)

2 .

(10)

From (10), we express Ids,Q as follows:

⎧⎪⎨
⎪⎩
Ids,Q =

knWprog(VGS−VT )2

2L

RRRAM,Q =
2L·Vset/Wprog

kn(VGS−VT )2

Vprog > 2(VGS − VT ) + Vset.

(11)

In the saturation region, only Wprog can boost Ids,Q.
Equations (9) and (11) show that adjusting the Wprog and

Vprog are the two methods in boosting Ids,Q. The Wprog is
linearly proportional to Ids,Q whatever the working region is.
When Vprog is bound to the linear region, it has a quadratic
impact on Ids,Q. After Vprog meets the need of the saturation
region, it has no impact on Ids,Q. Therefore, to enhance the
current density in the linear region, boosting Wprog is effective
but requires a large transistor size, while boosting Vprog does
not increase the transistor size and should be considered as a
first choice. When Vprog increases, the transistors move from
the linear region to the saturation region. In the saturation
region, boosting Wprog is the only boosting method. Similar
conclusions can be found for reset process.

D. Constraints From Breakdown Voltage

As addressed in Section VI-C, boosting Vprog can increase
Ids,Q. However, there exists a breakdown voltage Vbreak for
the source-to-drain voltage VDS of a transistor that provides an
upper-bound. In this section, we discuss the range of Vprog that
the 4T1R structure can safely afford.

The VDS of all the transistors (P1, P2, N1, N2) in
Fig. 12(a) should satisfy to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(a) :max{Vprog−VTE}=max{VDS1}≤Vbreak

(b) :max{VTE}=Vprog−min{VDS1}≤Vbreak

(c) :max{Vprog−VDS2}=Vprog−min{VDS2}≤Vbreak

(d) :max{VBE}=max{VDS2}≤Vbreak

(e) :max{VDS1}=max{VDS2}= (Vprog−Vset)
2

(f) :min{VDS1}=min{VDS2}=VDS,P .

(12)

Equations (12) (a)–(d) consider the breakdown limitations of
VDS of the transistors P1, N1, P2, N2, respectively. Equations
(12) (e)-(f) are derived from the range of VDS of the transistors
P1, N2 in Fig. 13. As illustrated in Fig. 13, max{VDS1} and
max{VDS2} happen when the RRAM is in LRS (point Q),
while min{VDS1} and min{VDS2} happen when the RRAM
is in HRS (point P). VDS,P can be calculated by applying the
transistor model (2) to the crossing point P in Fig. 13:{

I ′ds = kn
Wprog

L

[
(VGS − VT )VDS,P − V 2

DS,P /2
]

I ′ds =
(Vprog−2VDS,P )

RRRAM,P
.

(13)

Note that here, we only consider the linear region because
typically the RRRAM,P is large enough to let the VDS of
transistors P1, N2 less than VGS.

Solving (12) and (13), we find that the programming voltage
Vprog constrained by⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

P1&N2:Vprog ≤ 2Vbreak − Vset

P2&N1:Vprog ≤ Vbreak + VDS,P

VDS,min=
2

RRRAM,P
knWprog/L+ (VGS−VT )−

√
Δ

Δ =
[
2 + kn

Wprog

L (VGS − VT )
]2

RRRAM,P

−2Vprogkn
Wprog

L RRRAM,P

(14)

Assume that RRRAM,P of RRAM is large, VDS,P is approxi-
mately zero. In such case, the upper-bound of Vprog is tied to
Vprog ≤ min{2Vbreak − Vset, Vbreak}.

E. Area Estimation

In a 4T1R structure,Vprog andGND are directly connected to
power supplies. Compared to the 2T1R and 2TG1R structures,
no driving inverters are needed. The area of a 4T1R structure is
the sum of the sizes of transistors used in set and reset process

2 · (1 + βγ)Wprog,set + 2 · (1 + βγ)Wprog,reset. (15)

When Wprog,reset is much larger than Wprog,set, all the tran-
sistors in the 2T1R and 2TG1R structures have to be as large
as Wprog,reset while the 4T1R structure can use smaller tran-
sistor sizes for set process. Hence, the 4T1R structure brings
more flexibilities in transistor sizes than the 2T1R and 2TG1R
structures.

F. Benefits of 4T1R Structures

In this section, we compare the 2T1R, 2TG1R, and 4T1R
structures in terms of three metrics: VDS symmetry, Ids current,
area, delay, and power.
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Fig. 14. Comparison on VDS of programming transistors under diverse Wprog

and Vprog in 2T1R, TG-based 2T1R and 4T1R structures (Winv = 20).
(1 Wprog = 320 nm).

Fig. 15. Comparison on Ids in 2T1R, 2TG1R, and 4T1R structures (Winv =
20). (1 Wprog = 320 nm).

1) VDS Gap Reduction: In Fig. 14, we compare the VDS

of 2T1R, 2TG1R, and 4T1R structures, where Winv = 20 is
considered for the 2T1R and 2TG1R structures. The VDS differ-
ence of 2TG1R and 4T1R structures are 75% smaller than 2T1R
structure, because they employ p-type transistors to propagate
Vprog, as explained in Section VI-B. Note that if a small Winv,
i.e., Winv = 1, rather than Winv = 20 is used, the VDS gap of
the 2TG1R structure would be larger than 4T1R.

2) Improvement on Programming Current Ids: As a result,
the driving current shown in Fig. 15 of 4T1R structures is the
best of the three solutions. Ids of the 4T1R is 1.1× higher

Fig. 16. Comparison on driving current per minimum transistor width under
diverse Wprog and Vprog between 2T1R, TG-based 2T1R, and 4T1R structures
(Winv = 20). (1 Wprog = 320 nm).

than 2TG1R structure, while 2TG1R improves Ids by 1.3×,
compared to 2T1R structure. Note that when Vprog = 2.5 V, the
improvement in driving current of 4T1R and 2TG1R structures
are more significant than Vprog = 3.0 V. When we investigate
the driving current density of 2T1R, 2TG1R and 4T1R struc-
tures in Fig. 16, 4T1R structure is the best, which is 1.1× higher
than 2TG1R structure and 1.4× higher than 2T1R structure.
Note that the current density of 2T1R and 2TG1R are deceasing
when Wprog increases, while the current density of 4T1R is in-
creasing. When a larger Wprog is used, Winv has to be increased
to alleviate the impact of VDS3 and VDS4. If Winv does not grow
as Wprog, VDS3 and VDS4 becomes non-negligible, resulting a
degrading current density. Hence, without re-sizing Winv, when
Wprog increases, 2T1R and 2TG1R provides a weaker Ids
than a 4T1R scheme. As a conclusion, 4T1R structure is more
efficient in driving current than 2T1R and 2TG1R structures.

3) Area, Delay, and Power: In this part, we evaluate the area,
delay and power of SRAM-based multiplexers and 2TG1R,
4T1R RRAM-based multiplexers (see Fig. 2). The size of mul-
tiplexers is set to 60, which is the typical size of a large FPGA
multiplexer (i.e., local routing). The SRAM-based multiplexer
is built with a two-level structure [20]. The area of RRAM-
based multiplexers is estimated with (4) and (15), where we as-
sume N = 32, a typically size for a modern memory bank [22].
The area model in [20] is used to estimate the transistor area.
We consider the propagation delay as the delay of the multiplex-
ers, i.e., the signal delay from in to out in Fig. 12(a). To evaluate
the switching energy, we assume that 50% of the inputs have
switching activities, which is representative in FPGAs [20].
Because I/O transistors are used in 2TG1R and 4T1R structure
while SRAM-based circuit use standard transistors, we consider
that I/O transistors have twice area than standard transistors.

Table I compares the transistor area, delay and energy of
2TG1R, 4T1R, and SRAM-based circuit when different RLRS

and transistor sharing are considered. The area, delay, and
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TABLE I
AREA, DELAY, AND ENERGY OF SRAM CIRCUIT,
2TG1R AND 4T1R STRUCTURES (Vprog = 3.0 V)

Fig. 17. Comparison on area-delay product of 2TG1R and 4T1R structures
(Winv = 20).

energy of RRAM-based circuits are significantly influenced
by the choice of RLRS. For a fair comparison, SRAM-based
multiplexers have been sized to match the performance of
4T1R-based multiplexers. On average, the RRAM multiplexer
reduces by 35% the energy consumption as compared to the
SRAM-based multiplexer, with only a 3% area increase. The
energy efficiency comes from the capacitance reduction at the
output of the multiplexer as a RRAM-based multiplexer has
only one pair of programming transistors while an SRAM-
based multiplexer has a number of transmission gates in parallel
When the targetRLRS is relaxed from 2 kΩ to 6 kΩ, the delay of
RRAM multiplexer increases by 11% but the energy is reduced
by 30%. The 4T1R circuits are more efficient in area, delay, and
power when further compared to the 2TG1R solutions, thanks
to the separated transistors for the set and the reset processes.
Note that the area and power of 2TG1R circuit is constant
when RLRS varies from 2 kΩ to 6 kΩ because its Wprog,reset

dominates the area. Compared to the 2TG1R circuits, the 4T1R
circuits can use smaller transistors for set process, leading to
a reduction on parasitic capacitances. Therefore, we see that
the 4T1R circuits degrade less in delay than the 2TG1R circuit,
when RLRS increases.

Figs. 17 and 18 illustrate the area-delay product and the
power-delay product of 2TG1R and 4T1R structures respec-

Fig. 18. Comparison on power-delay product of 2TG1R and 4T1R structures
(Winv = 20).

tively, when different target RLRS and Vprog are considered.
A low RLRS requires large programming transistors, which
introduces large capacitances to the circuit. When the reduction
on RLRS is not as significant as the increment on capacitances,
the delay of a RRAM-based circuit increases. In addition,
large programming transistors increase the area and large ca-
pacitances increase the power consumption. Therefore, a low
RLRS does not guarantee the best area-delay and power-delay
products [11]. In Figs. 17 and 18, we see that the 4T1R RRAM-
based multiplexers can be more area-delay/power-delay effi-
cient than the SRAM-based multiplexers when RLRS > 2 kΩ.
Boosting Vprog is an efficient method to reduce the area-
delay and power-delay products of programming structures. To
fully exploit the area and delay of efficiency, it is better to
apply the highest possible voltage within the breakdown limit
of transistors, i.e., above the standard VDD and close to the
breakdown voltage of transistors. It is worth pointing out that
the large Vprog is only raised during the programming phase,
i.e., for a short period of time. As a result, the use of larger
programming voltage does not introduce significant reliability
hazards.

G. Summary on the 4T1R Programming Structures

In summary, the 4T1R programming structures have the
following advantages over the 2T1R and 2TG1R structures:

1) The small VDS gap improves the driving strength of
transistors;

2) Since the set and reset processes use separated transis-
tors, transistor sizes in 4T1R can be more flexible than
2T1R and 2TG1R, leading to a better area efficiency.

3) Drain/source of transistors are directly connected to volt-
age supplies, eliminating the driving inverters;

4) The bulk connections of 4T1R structure follow the com-
mon digital design practice, and avoid the hazards in
2T1R structure.
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Fig. 19. Comparison on RLRS in 2TG1R and 4T1R structures (Winv = 20).
(1 Wprog = 320 nm)

VII. DISCUSSION

RRAM-based FPGAs use a low RLRS to improve the perfor-
mance of routing elements. Previous studies [11], [23] predict
that a proper RLRS target for FPGA architectures is between
2 kΩ and 6 kΩ depending on the design context, while RHRS

should be at least 20 MΩ to mitigate a leakage power increase.
The mentioned ranges of RLRS and RHRS, achievable as worst
case target in current RRAM technologies, show that, beyond
the performance gain, FPGA architectures can tolerate a wide
distribution of RLRS and RHRS without delay and power in-
crease [11], [23]. The performance of RRAM-based routing
elements are not only determined by the RLRS but also the
parasitic capacitances of programming transistors. As a result,
programming structures offering a high current density are
preferred. Fig. 19 shows the RLRS values that can be driven by
2TG1R and 4T1R structures as a function of Wprog. To obtain
a proper RLRS in FPGA, the applicable Wprog of transistors are
between 1.5 and 4. Boosting Vprog can significantly reduce the
RLRS, which brings opportunities in further area and delay im-
provement on RRAM-based FPGAs. When considering more
advanced technology nodes, such as 28 nm, 14 nm, and beyond,
it is expected that lower Vreset and Vset voltages can be em-
ployed as a consequence of the VDD reduction. As a result, the
effect of boosting Vprog is expected to gain further in efficiency.

VIII. CONCLUSION

In this paper, we investigated the programming circuits for
RRAMs. We pointed out four limitations of the commonly con-
sidered 2T1R programming structure: the low current density,
the serious body effect, the need for large driving inverters
and the area inefficiency. We introduced a 2TG1R structure
to alleviate the first two limitations and a 4T1R programming
structure which solves all the limitations. We conducted the-
oretical analysis and electrical simulations on 2T1R, 2TG1R
and 4T1R programming structures. Simulation results showed

that the 4T1R programming structure can increase 1.3× current
compared to 2T1R structure on average. Electrical simulations
demonstrate that boosting Vprog improves the current density of
programming structures by 3× and area efficiency by 1.7× on
average, respectively.
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