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Abstract—Three-dimensional (3D) integrated circuits and
systems are expected to be present in electronic products in the
short term. We consider specifically 3D multi-processor sys-
tems-on-chips (MPSoCs), realized by stacking silicon CMOS chips
and interconnecting them by means of through-silicon vias (TSVs).
Because of the high power density of devices and interconnect
in the 3D stack, thermal issues pose critical challenges, such as
hot-spot avoidance and thermal gradient reduction. Thermal
management is achieved by a combination of active control of
on-chip switching rates as well as active interlayer cooling with
pressurized fluids.

In this paper, we propose a novel online thermal management
policy for high-performance 3D systems with liquid cooling. Our
proposed controller uses a hierarchical approach with a global
controller regulating the active cooling and local controllers (on
each layer) performing dynamic voltage and frequency scaling
(DVFS) and interacting with the global controller. Then, the
on-line control is achieved by policies that are computed off-line
by solving an optimization problem that considers the thermal
profile of 3D-MPSoCs, its evolution over time and current
time-varying workload requirements. The proposed hierarchical
scheme is scalable to complex (and heterogeneous) 3D chip stacks.

We perform experiments on a 3D-MPSoC case study with
different interlayer cooling structures, using benchmarks ranging
from web-accessing to playing multimedia. Results show signif-
icant advantages in terms of energy savings that reaches values
up to 50% versus state-of-the-art thermal control techniques for
liquid cooling, and thermal balance with differences of less than
10 C per layer.

Index Terms—Hardware/software co-design, multilayer, multi-
processor system-on-chip (SoC), power modeling and estimation,
thermal.

I. INTRODUCTION

T HREE-DIMENSIONAL (3D) integrated circuits and sys-
tems are becoming mainstream for a variety of reasons.

In the high-performance processor market, chip stacking en-
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Fig. 1. Manufactured prototype and cross section of a test stack with interlayer
liquid cooling [9]. (a) Cross section. (b) Prototype.

ables short connections and high bandwidth between processors
and memories [5]. In the mobile market, 3D integration enables
designers to package together chips that come from different
processes and/or have different operational parameters, such as
analog and low-voltage digital components [14], [20].

We consider in this work 3D multi-processor systems-on-
chips (MPSoCs), realized by stacking silicon CMOS chips and
interconnecting them by means of through-silicon vias (TSVs)
[31]. Because of the high volumetric density of devices and in-
terconnect, thermal issues are a critical challenge. Indeed heat
generation grows with the number of stacked layers and heat
extraction is harder because of the three-dimensional nature of
the system. Thus, challenges in 3D design include mitigating
temperatures, reducing hot-spots as well as thermal gradients,
which would otherwise reduce the mean time to failure (MTTF)
of the 3D stack [5], [46] and, as a limiting case, burn it.

In 3D stacks, cooling cannot be handled and managed by
conventional air cooling methods [5], [29] over the stack sur-
face. Interlayer liquid cooling is a potential solution to address
thermal problems, due to the higher heat removal capability of
liquids in comparison to air [8] and to the possibility to extract
heat at various layers of the stack. There are several ways to sup-
port liquid cooling, e.g., by adding/inserting to the stack a plate
with built-in microchannels and/or by etching a porous-media
structure between the tiers of the 3D stack [8], [9]. Experiments
have shown that when a coolant fluid is pumped through the
microchannels, up to 3.9 kW cm [9] of heat can be extracted.
Fig. 1 shows the cross section and prototype of a manufactured
3D test-chip with thermal emulators and microchannel-based
interlayer cooling structure [9].

Porous-media structures can be designed with different forms
according to the TSVs spacing requirements and the desired
fluidic path [39], [40]. Fig. 2 shows a planar view of two dif-
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Fig. 2. Top view of: (a) 2-port and (b) 4-port microchannel fluid delivery ar-
chitecture compatible with area-array interconnects.

ferent structures. Although these structures use microchannels
to guide the fluid, one of them uses straight channels with two
ports [Fig. 2(a)], while the other exploits bent channels and four
ports [Fig. 2(b)]. In the following we will refer to these struc-
tures as “straight” and “bent” channels. To the best of our knowl-
edge, this is the first time that bent channels are considered in
3D-MPSoC designs, and this paper reports on results with both
straight (traditional) and bent microchannels. The main advan-
tage of the bent structure is having channels with different flow
rates due to their different lengths. However because of its man-
ufacturing complexity straight channels are preferred in small
footprint dies.

Overall, thermal management of a 3D stack is achieved by
a combination of active control of on-chip switching rates (the
heat source) as well as active interlayer cooling with pressur-
ized fluids (the heat sink). It is important to remember that the
cooling system requires one (or more) pumps to circulate the
fluid, as well as a heat exchanger to cool the fluid. The latter
may be passive (e.g., fin structure) or active (e.g., fan). At any
rate, a relevant part of the system energy spent for cooling is
due to the pump [32] and a minor part by the exchanger. There-
fore, we consider this energy in the overall energy balance of the
system. The possibility to adjust the flow rate dynamically, thus
the cooling power, adds an important dimension and novelty in
addressing thermal issues.

The other important knob in controlling the 3D system is
the active monitoring and control of switching and voltage
swings, as effected by dynamic voltage and frequency scaling
(DVFS) [28]. Keeping core frequencies and voltages of each
core to a minimum to satisfy workload requirements is crucial
for minimizing the heat generated by computing, storing and
transferring information. Combining DVFS with interlayer
variable-flow cooling is a complex problem, especially because
of the 3D distribution of the cores on various layers of the 3D
stack [5], [16], [32].

For the aforementioned reasons, we introduce here a new hi-
erarchical approach to thermal management for 3D stacks, using
both DVFS and variable-flow liquid cooling. Our approach uses:
1) a global controller (for the 3D stack) that regulates the active
cooling and 2) local controllers, one for each layer, performing
DVFS and interacting with the global controller. On-line control
is achieved by policies that are computed off-line by solving an
optimization problem that considers the thermal profile of the
system, its evolution over time and current time-varying work-
load requirements. The proposed hierarchical scheme is scalable
to complex (and heterogeneous) chip stacks.

The contributions of these paper can be summarized as fol-
lows. We introduce a novel hierarchical thermal management

system specifically suited for 3D stacks. Thus, we are able to
exploit new technologies for cooling, using new structures for
microchannels (straight and bent) and we characterize their
thermal properties. Moreover, we use a variable-flow liquid
cooling scheme, where we control (and trade off) the pump
power and related fluid pressure. We regulate frequencies and
voltages on each layer through local controllers, that are leaves
of the hierarchical thermal management scheme.

We perform extensive experiments on a 3D-MPSoC case
study with different interlayer cooling structures using bench-
marks ranging from web-accessing to playing multimedia.
Results show that using bent channels reduces thermal gradi-
ents by up to 58% with respect to using static worst-case liquid
flow rates. Also, these results show that our policy achieves
better thermal balance by reducing the thermal gradients below
10 C per layer. Moreover, our policy results in energy savings
up to 50% with respect to state-of-the-art thermal management
techniques for 3D stacks with liquid cooling [15], [16], [32].
Our proposed policy reaches up to 38% additional pump energy
savings when using bent channels, which have so far not been
proposed for 3D-MPSoCs.

The remainder of this paper is organized as follows. We re-
vise the related work on thermal management techniques in
Section II. Section III elaborates on the mathematical formula-
tion used to model 3D-MPSoCs. In Section IV, the architecture
and problem formulation of the proposed hierarchical thermal
control policy is shown. The experimental setup is described
in Section V. Next, we show the simulation results of our pro-
posed policy, as well as state-of-the-art thermal management
techniques in Section VI and, finally, Section VII summarizes
the main conclusions of this work.

II. RELATED WORK

A. Power and Thermal Management for Chips

Early methods for power management were based on mon-
itoring the idle time of processors [19], and control frequency
and voltage of processors. Power management system are
modeled as stochastic optimum control, and policies were
determined as solutions to these problems, using discrete-time
[2] and continuous-time [30] Markov decision processes
respectively. Simunic et al. [33] show a methodology for
managing power consumption in networks-on-chips (NoCs).
More recently researchers focus on combined power and
thermal management by presenting a set of scheduling mech-
anisms for MPSoCs that perform temperature management
at the system-level [21], using thread migration techniques to
achieve reduction in localized hot-spots [17], or using a tem-
perature-aware dynamic scheduling algorithm with negligible
performance overhead [11]. Lu et al. [26] present a software
architecture that allows system designers to investigate power
management algorithms in a systematic fashion. The afore-
mentioned methods do not exploit history information and take
reactive control actions based on the current thermal profile and
frequency setting of the MPSoC. However, recent works exploit
history information to improve thermal management policies.
Coskun et al. [12] exploit a temperature-forecast technique
based on an autoregressive moving average model. Another
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work proposes a novel technique that adapts the thermal man-
agement policy to the current workload characteristics [13],
where the adaptation is done online exploiting information re-
lated to the workload history. Two recent approaches [10], [45]
describe two methodologies to achieve thermal prediction by
combining the information of thermal model, thermal sensors
and power consumption statistical properties.

All these approaches rely on open-loop search or optimiza-
tion where it is assumed that power can be estimated accurately.
More advanced solutions apply the concepts of model-predic-
tive control (MPC) to turn the control from open loop to closed
loop [1]. A chip-level power control algorithm based on optimal
control theory is proposed [42], where the power consumption
of the MPSoC is controlled to maintain the temperature of each
core below a specified threshold. A similar concept is tailored
for multi-modal video sensor nodes [27]. A recent work [43]
proposes the idea of using MPC to solve the frequency assign-
ment problem of a planar MPSoC.

However, most previous policies do not completely avoid hot-
spots, but they simply reduce their frequency, because the inter-
action among the prediction method, the thermal behavior of the
MPSoC and the frequency assignment of the MPSoC have not
been addressed as a joint optimization problem.

B. 3D MPSoCs Thermal Management

In 3D MPSoCs, prior work on thermal management mainly
addresses design stage optimization, such as thermally-aware
floorplanning [20] and integrating thermal via planning in the
3D floorplanning process [25]. Recent work considers dynamic
thermal management for 3D MPSoCs. Zhu et al. evaluate
several policies for task migration and DVFS [47]. They ex-
plore thermal profiles of adjacent processing elements being
on the same vertical column (interlayer adjacent) or within the
same layer (intralayer). Based on their analysis, they imple-
ment a combined DVFS and a task migration policy, named
THERMOS, but they have not considered interlayer liquid
cooling effects. Zhou et al. [46] integrate a thermally aware
task scheduler with DVFS on a 2-tier system with 8 cores. A
recent paper proposes a temperature-aware scheduling method
specifically designed for air-cooled 3D systems [14]. This
method takes into account the thermal heterogeneity among
the different layers of the system, but there is no study on the
effect of interlayer cooling as an active thermal management
parameter. The resulting temperatures obtained in these papers
are significantly high (85 C–110 C). These results imply
that 3D MPSoCs are prone to high temperatures, and with
increasing power densities conventional thermal management
techniques and air-based cooling are incapable of controlling
the temperature while preserving system performance.

The use of convection in microchannels to cool down high
power density chips has been an active area of research since the
initial work by Tuckerman and Pease [41]. The heat removal ca-
pability of interlayer heat-transfer with pin-fin in-line structures
for 3D chips is investigated in [8]. Also, several works [4], [24]
have explored the feasibility of having liquid cooling as cooling
method for 3D MPSoCs. Then, prior liquid cooling work [15]
evaluates existing thermal management policies on a 3D system
with a fixed-flow rate setting, and also investigates the benefits

Fig. 3. Structure of the 4-tier 3D-MPSoC with interlayer liquid cooling we
target in this paper.

of variable flow using a policy to increment or decrement the
flow rate based on temperature measurements, but without con-
sidering pump energy consumption as we do in this work.

Accurate thermal modeling of liquid cooling is critical in the
design and evaluation of systems and policies. HotSpot [36] is
a thermal model tool that calculates transient temperature re-
sponse given the physical and power consumption characteris-
tics of the chip. Its latest releases include 3D modeling capa-
bilities and basic liquid-cooled systems as well [15]. 3D-ICE
[39] is a new thermal modeling tool specifically designed for 3D
stacks, and includes detailed inter-layer liquid cooling modeling
capabilities. However, the tool is limited to modeling single
porous-media structures. Finally, the same thermal modeling
concept used in 3D-ICE is extended to model more complex
structures, such as pin fin-based porous media [40], but there is
no exploration of bent channels for MPSoC design in the liter-
ature, as we propose in this work.

Thermal management methods for 3D MPSoCs using a vari-
able-flow liquid cooling have been recently proposed [16], [32].
These policies use experimentally sets of rules to control the
temperature profile of the 3D MPSoC while ensuring perfor-
mance requirements to be satisfied. These approaches use a cen-
tralized control concept, which is inappropriate if the controlled
parameters increase [18], as in the 3D MPSoC designs we target
in this work with bent channels.

III. 3D-MPSOC MODEL

In this paper, we focus on modeling and energy-efficient
thermal management of 3D-MPSoCs with interlayer liquid
cooling. A typical structure of 3D-MPSoCs consists of two
or more more silicon tiers, with the processing and storage
elements of the system. Interlayer liquid cooling is realized by
etching microchannels in silicon and creating porous structures
of different form and shapes. Etching must take into account
the TSVs allocation and spacing requirements. Fig. 3 shows
an example of a 4-tier 3D-MPSoC with multiple inlets and
outlets in different parts of the tiers, as we target in this paper.
In this figure, the wiring layer is explicitly shown, as thermal
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Fig. 4. Floorplan of the used silicon tiers in our target 3D-MPSoC.

properties of interconnect (usually copper) are different from
silicon. In this example, we show four different floorplans (A,
B, C, D) (see Fig. 4) in the silicon tiers with various processing
cores (i.e., UltraSPARC Niagara T1 [22]), with independent
clock frequency and voltage supplies, interconnects (crossbar)
and memories (scdata).

In our approach, we experiment with both straight and bent
microchannels, having 2 and 4 ports, respectively (cf. Fig. 2).
In both cases the microchannel cross section is constant. The
straight microchannels have all equal length (i.e., they go from
side to side of the chip). The length varies in bent channel
structures. All microchannels (in all layers) are connected to
a pumping network that injects the fluid with the same input
pressure as well as pressure difference between the inlet and
the outlet. Nevertheless more complex microfluidic circuitry
can be used. For example, the assumption of a single pump and
equal input pressure can be removed for the sake of generality.
However, a more complex microfluidic circuitry complicates
the manufacturing process and, as we shown in this work, bent
channels already enable energy-efficient hierarchical thermal
balancing approaches for 3D-MPSoC designs. Therefore, to
perform a system-level modeling of 3D-MPSoCs with inter-
layer liquid cooling, the following stages are involved:

1) modeling the interlayer structure that includes the intercon-
necting TSVs and the microchannels;

2) modeling the heat propagation of the building blocks of
3D-MPSoC;

3) power and frequency modeling of the processing elements
in 3D-MPSoCs;

4) modeling the workload assigned to processing elements.
In the following subsections we elaborate on each of these
stages.

A. Interlayer Cooling Layer Modeling

Previous works on thermal modeling and management of
3D-MPSoCs with interlayer cooling use straight microchannels
as the cooling layer structure [8], [16], [32]. Moreover, the
liquid is assumed to be injected from a single port and flows

TABLE I
PARAMETERS DEFINITION USED TO RELATE THE FLOW RATE

TO THE CHANNEL LENGTH

through the microchannels to a single outlet port. In this work,
however, we extend this structure to bent channels. Thus, we
extend the previous compact thermal modeling concept [39] to
account for two major factors. First, the fluid flow is no longer
constant among the channels of the same layer, but it is related
to the channel length [8]. Thus, different lengths of the chan-
nels lead to different fluid velocities [9]. The channels with the
shortest length have the highest fluid velocity, while the longest
channels have the lowest velocity. Second, we assume that the
fluid flow is not a single dimensional flow. Thus, we apply the
fluid flow representation concept of 3D-ICE [39] to model the
new multi-directional fluid flows. In this case the fluid enters
from a direction that lies in one Cartesian axis (e.g., south)
and can leave from another direction that lies on another axis
(e.g., east). Indeed, our results show that using multi-port bent
channels is more beneficial than using straight channels, if the
straight channel length is longer than the thermal developing
length of the fluid [9].

In addition, in the target 3D-MPSoC stacks the microchannels
have different lengths, which implies that the pumped flow rate
is not distributed homogeneously between the microchannels.
The relation between the flow rate and the channel length
is as follows:

(1)

(2)

(3)

(4)

where the parameters in these equations are shown in Table I.
Hence, the flow rate and channel length are inversely propor-
tional, i.e, the shorter the channel length is, the higher the flow
rate. We validate the flow velocity obtained for each channel by
comparing the analytical model in (1)–(4) with the experimental
values shown in [9]. As shown in Fig. 5, the proposed analytical
model provides us with an acceptable method to calculate the
flow rate for different channel lengths.

Since we use varying flow rate as a control variable for en-
ergy-efficient thermal management, it is crucial to study the
thermal capability of interlayer liquid cooling with respect to
different pumping power values. Thus, each pumping power
value is translated to a specific flow rate in our system. First,
we use Bernoulli’s equation to describe the pump power
as follows:

(5)
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Fig. 5. Comparison of the fluid flow velocity in different channel lengths
between the analytical method [see (1)–(4)] and the experimental results shown
in [9].

Fig. 6. Rate of change of thermal capability of interlayer liquid cooling ��
with respect to pumping power � .

where is the pressure difference required, is the fluid
flow rate, and is the pumping power efficiency. We use

, as it is a normal pump efficiency value [23], [34]. Since
there is a linear relation between the pressure difference and the
flow rate injected in the stack ((1)–(4)), we can say that

.
Next, we define the thermal capability of interlayer liquid

cooling as the maximum heat flux absorbed by the fluid to keep
the maximum temperature within the stack below 85 C. To es-
timate this thermal capability, we use 3D-ICE [39] to record the
maximum temperature of the stack at different thermal dissipa-
tion values, and with different flow rates. We limit the maximum
flow rate injected to be the one at bar, since it is the
maximum safe pressure requirement within the stack [8].

Therefore, Fig. 6 shows the amount of minimum pumping
power applied to keep the maximum temperature of the stack
below 85 C, at different thermal dissipation rates.

B. 3D Heat Propagation Model

Our 3D thermal model is based on finite-element analysis, as
used by typical system-level thermal analysis tools [39]. Heat
propagation is modeled by thermal resistances and capacitances.
By discretizing the differential equations, we can model the heat
propagation process as follows:

(6)

(7)

We assume to have layers (also called tiers) and that
they are divided into cells in total. Matrices and

describe the heat propagation properties of the
3D structure and they depend on the integration method used.
At time , the temperature of the next time step of cell ,
i.e., can be computed by (6). The vector is
the input vector. The first entries are the normalized power
consumption for each of the layers. The last entry is the
normalized power consumed by the liquid cooling system, i.e.,
by the pump and any other cooling active structure.

Matrix relates the temperature value of each cell
to the temperature measurement of a particular sensor. In this
model we assume that the temperature can be measured only
in a limited number of locations. We assume that is the total
number of thermal cells in the model where the temperature can
be measured. Equation (7) describes the choice of temperature
sensors inside the 3D-MPSoC. It is important to mention that we
have validated this model with the thermal analysis tool, 3D-ICE
[39], and we have found that the maximum offset error between
our model and 3D-ICE is below 5%.

On each layer, clock frequencies (for the cores) can take
only specific discrete values in the range from a minimum to a
maximum frequency values ( , ). The relation between
the frequency and the power consumption is assumed to be
quadratic [36].

C. Workload Model

The workload is generated from higher level software layers
(e.g., the operating system). For our purposes, it is defined as the
minimum value of the clock frequency that the functional unit
should have to execute the required tasks within the specified
system constraints.

The workload requirement at time is defined as a vector
, where is the workload requirement value for

input at time . In other words, it is the frequency that
processing units associated with input from time to time

should have in order to satisfy the desired performance
requirement coming from the scheduler.

Our model is assumed to be continuous and ranging from a
minimum to a maximum frequency values ( , ) at which
the cores can process data, namely

(8)

When , the workload cannot be processed and
so it needs to be stored and rescheduled in the following clock
cycles. This leads to an increase in both the task delay before
execution and the undone workload . At time , this second
performance parameter is given by the vector .

(9)

It expresses the difference at time between the requested and
the executed workload by the MPSoC.
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Fig. 7. Structure of the proposed hierarchical thermal management system.

IV. HIERARCHICAL THERMAL CONTROL

A. Hierarchical Structure

The structure of the proposed hierarchical thermal manage-
ment system is shown in Fig. 7: the 3D-MPSoC architecture is
partitioned into tiers (or layers) where, without loss of gener-
ality, each tier is a subsystem of the 3D-MPSoC. In our explo-
ration, we define a tier as a complete layer. Moreover, any tier
consists of several units. These units could be cores, memory
storage units, or other computational units (e.g., ASIC or custom
hardware blocks). Then, the units inside each tier, say tier , are
partitioned into frequency islands, and a local thermal con-
troller manages the islands, i.e., sets the frequencies and
voltages to all (controllable) components inside the tier. Objec-
tives of local controllers include preventing hot-spots and min-
imizing undone workload. Specific requirements (e.g., work-
load) come from a centralized unit (i.e., the global thermal con-
troller in Fig. 7), which is responsible for the holistic coordina-
tion of the local thermal controllers, and which regulates the
heat extraction of the cooling system by setting the pressure of
the coolant liquid (by controlling the cooling pump and/or the
controlling valve).

This hierarchical structure is crucial for scalability and feasi-
bility of large MPSoCs [18]. Indeed by using this hierarchical
approach, we can significantly simplify the function and over-
head of the global controller by using local thermal controllers.
Moreover, this structure allows the global and local controllers
to be executed with different rates, e.g., the optimization of the
global controller can be executed at least one order of magnitude
less frequently as compared to the local regulators. The global
controller manages the pumping flow rate, which is much slower
process than DVFS.

Fig. 8. Communication protocol between the global and the local controllers
of the proposed method.

B. Run-Time Interaction Between Global and Local
Controllers

The communication protocol between the local controllers
and the global one is shown in Fig. 8. Initially, the global con-
troller receives a workload requirement from the scheduler as
well as a data vector containing their workload fulfillment status
in each specific tier from all the local controllers. This data
vector contains two pieces of information: 1) the maximum tem-
perature measured on line in the corresponding tier and 2) the
already executed workload. Indeed this last information pro-
vides the global controller with an overview about how well
the local controllers are performing in trying to fulfill overall
requirements.

Moreover, as the workload fulfillment data from all the local
controllers are collected and processed, the global unit splits
the overall workload into components. Hence, for each local
controller, the global unit sets the amount of workload it has
to execute. It is important to notice that the controller does not
perform detailed task assignment, but just sets individual tar-
gets for each tier to satisfy the overall workload. The pressure
of the coolant liquid is set during this process by the global con-
troller, which performs this operation periodically, with a period
of . Once these tasks are performed, the global controller
stays still for the rest of the period . Concurrently each local
controller sets periodically the DVFS value of all related islands,
but with another period , such that .
The local controllers manage independently the corresponding
subsystems and they can communicate with the global thermal
management unit only once in the period .

C. Design and Implementation

The design and implementation of the proposed management
scheme consists of two phases, i.e., design phase and run-time
phase , which are shown in Fig. 9. The design phase is per-
formed off-line to compute and generate the optimized control
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Fig. 9. Design phase and run-time phase of the proposed hierarchical thermal
management.

decisions of both local and global controllers. Afterwards, these
decisions are allocated in a look-up table-based implementation,
at design phase , to be used by the global and local controllers
at the run-time phase .

To compute the tables needed for the implementation of the
local controllers, all design data related to the structure of the
3D-MPSoC (e.g., elements layout, thermal conductivity of ma-
terials,\ldots ) are used to create an accurate thermal model for
each one of the tiers composing the 3D-MPSoC (upper part
of Fig. 9). This model has a fine granularity and can be formu-
lated as an optimization problem. Different explicit solutions
(for various values of the input parameters and optimization
goals) are then stored into tables (cf. Section IV-F) to be used
at run-time. To compute the table needed for the implementa-
tion of the global controller, we build a coarse-grained thermal
model of the 3D-MPSoC and of the cooling system (e.g., the
available pumping power values, microchannels layout, ).

During run-time, both the global and the local controllers
apply the rules stored in the aforementioned look-up tables.
Each local controller generates the frequency setting for its tier
elements at the processing element-level granularity, while the
global controller sets the pressure for the cooling system pump.

The overall system uses software-driven thermal manage-
ment, namely, the control action is done by software routines
(for both the local and global controller) that access the
pre-computed data in the tables. These tables represent the con-
trol policies. Their computation is described in the following
subsections.

The global controller communicates with all local controllers,
sets the liquid flow rates and assigns the workload to each tier.
This routine is always active and is performed by a dedicated
task. In order to guarantee its permanent and reliable operation,
we assign this task to a dedicated processing unit.

D. Policy Computation: Global Thermal Controller

The global thermal controller is the unit responsible for the
global joint operation of all local controllers and for the pump
control which sets the coolant pressure.

As described in Section III-C, the workload to be dispatched
to each local controller is stored in vector . The entries of this
vector contain the average frequency of operation at which each
local controller has to work in order to execute the workload
assigned to its controlled tier by the global unit.

The global controller policy minimizes power and undone
workload [see (9)]. Furthermore, the performance requirements
coming from the scheduler have to be fulfilled and the maximum
temperature constraint satisfied. The problem can be defined as
follows:

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

(20)

where matrices , are related to the overall 3D-MPSoC
system description (cf. Section III). These matrices represent
the 3D-MPSoC system using a coarse granularity of the thermal
cells and where the sampling time of the resulting discrete-time
system is . We define the horizon of this predictive policy
as [1]. Then, the objective function is expressed by a sum
over the horizon.

In this equation, the first term is the norm of the power
input vector weighted by matrix . Power consumption is
generated here by two main sources: i) the workload setting and
ii) the liquid cooling pumping power. Vector is a vector con-
taining normalized power consumption data the tiers and the
pumping power. Matrix contains the maximum value of the
power consumption of the tiers (first diagonal entries) and the
cooling system (last entry). The second term is the norm
of the required workload, but not yet executed. To this end, the
weight matrix quantifies the importance that executing the
required workload from the scheduler has in the optimization
process. Then, Inequality (12) defines a range of working fre-
quencies to be used, but this does not prevent from adding in
the optimization problem a limitation on the number of allowed
frequency values.

Equation (13) defines the evolution of the 3D-MPSoC ac-
cording to the present state and inputs. Equation (14) states that
temperature constraints should be respected at all times and in
all specified locations. Since the system cannot execute jobs that
have not arrived, every entry of has to be greater than or equal
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to 0 as stated by (15). The undone work at time , is defined
by (16). Equation (17) defines the relation between the power
vector and the working frequencies. is a technology-depen-
dent constant.

Then, (18)-(19) define constraints on the liquid cooling man-
agement. The normalized pumping power value ( ) scales, and
any time instance , from 0 (no liquid injection) to 1 (power at
the maximum pressure difference allowable), as shown in (19).
Moreover, we limit the maximum increment/decrement change
in the pumping power value from time to by a an-
other normalized value , as shown in (18), which models the
mechanical dynamics of the pump. Although we assume one
pump in the target 3D-MPSoCs, since we use a vector notation
for the pumping power and its constraints, our formulation is
valid for multiple pumps as well.

Equation (20) defines formally the structure of vector , as
proposed in Section III-B. Vector is the power input
vector, where is the number of tiers of 3D-MPSoC.

Finally, we formulate the control problem over an interval of
time steps, which starts at current time . Therefore, our ap-

proach is predictive. Indeed the result of the optimization is an
optimal sequence of future control moves (i.e., amount of work-
load to be executed in average for each tier of the 3D-MPSoC
which is stored in vector ). Then, we only apply to the target
3D-MPSoC the first samples of such a sequence; the remaining
moves are discarded. Thus, at each next time step, a new optimal
control problem based on new temperature measurements and
required frequencies is solved over a shifted prediction horizon
(e.g., the “receding-horizon” [1] mechanism), which represents
a way of transforming an open-loop design methodology into
a feedback one,as at every time step the input applied to the
process depends on the most recent measurements.

It has been shown by [1] and [43] that this problem can be
transformed so that the solution is given by the linear system

(21)

where is the desired solution as a vector containing the work-
loads and the pump power, matrix is a suitable matrix, and
a suitable vector defined over subregions of the solution space
indexed by . We refer the reader to [1] and [43] for details. In
[43] an approximate computation method of the regions shows a
consistent reduction in the number of storage space with a neg-
ligible performance loss.

E. Policy Computation: Local Controllers

The local controllers are responsible for the thermal man-
agement (e.g., DVFS) of the tiers of the target 3D-MPSoC.
Then, for each tier the local controller sets frequency and
voltage for the frequency islands (cf. Fig. 10).

In our hierarchical design, the local controller receives as
input the vector , which is the average frequency at which is-
land has to run to execute all the workload assigned to it by the
global unit. As a second input data, we use information from a
minimum set of specifically located thermal sensors, which pro-
vide the minimal feedback run-time input needed to estimate the

global thermal profile of the 3D-MPSoC island. In our work, we
assume that the thermal sensors are optimally allocated on the
die as shown in previous work [44]. Thus, the impact of thermal
sensor quality and allocation on the management policy is be-
yond our scope. Then, the local policy computes the frequencies
and voltages for all the units inside island , as sketched in
the dotted box of Fig. 10. Input data are used as both computing
and selection parameters to choose one of the functions stored
in pre-computed look-up tables (cf. Section IV-C).

The local controller decides on the type of optimization to
perform: either performance or power-oriented optimization (cf.
Section IV-F) and the related policies are stored in the corre-
sponding look-up tables. Specifically, the control policies op-
timize power and undone workload [see (9)]. We use an opti-
mization parameter that weights these two objectives. At the
same time, performance requirement coming from the global
controller has to be fulfilled and the maximum temperature con-
straint satisfied.

The control function is expressed by a policy that is the solu-
tion of the following optimization problem:

(22)

(23)

(24)

(25)

(26)

(27)

(28)

(29)

where matrices , are related to the thermal modeling of the
specific tier that the local controller is supervising. The objective
function expresses the minimization problem by a weighted
sum of two terms, in a similar vein as the global policy is com-
puted, except for the tuning parameter . Parameter changes
according to the specific type of optimization criteria for each
tier. It ranges from 0 to 1 in steps of 0.1. We set this parameter
at run-time based on the maximum temperature recorded ac-
cording to a heuristic rule: the hotter the thermal profile is , the
lower , and vice versa. Thus, the controller performs perfor-
mance-oriented optimization in the case of cold thermal profile,
but power saving oriented optimization in case of a hot thermal
profile. is used at run-time to choose from a set of tables, as
shown in Fig. 10. In the next subsection, we present the gener-
ated design space by the parameter , and quantify how it sig-
nificantly affects the power and performance trade-offs of the
local policy design.

As in the previous case, this problem can be transformed such
that the solution is given by the following linear system:

(30)

where is the desired solution as a vector containing the fre-
quencies of the various islands for the tier under consideration.
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Fig. 10. Local policy controller block diagram.

F. Run-Time Local Policy Optimization Criteria

The empirical law that expresses power consumption as a
function of the frequency setting (see [36], [38], [43]) can be
approximated by a quadratic function. Furthermore, this equa-
tion is convex[7]. Thus, by applying basic properties of convex
functions, we obtain the following:

(31)

where is the power consumption at time . Since frequency
setting and executed workload are positively correlated, then
potential energy savings demand a uniformly distributed work-
load. Unfortunately workloads are usually not uniformly dis-
tributed during the run-time execution of the policy and sched-
uling task uniformly would increase latency.

Inequality (31) expresses this issue as follows:

(32)

by indicating that power consumption is bounded between
two values. On the one hand, the lower bound ( is the
power value consumed when the workload is uniformly dis-
tributed. In this case, we optimize the execution for power min-
imization by allowing a nonzero task execution delay, but at
the same time we require that the complete workload has to
be executed. On the other hand, the upper bound ( ) is the
power consumed when all tasks are executed at the same time
they arrive. In this case, we optimize the execution for perfor-
mance and the resulting task execution delay is zero. Clearly,
the gap between these two numbers is highly dependent on the
workload properties. Fig. 11 shows an example of the resulting
power consumption versus delayed workload for different op-
timization criteria [ in (22)], ranging from power- to perfor-
mance-oriented optimization.

Fig. 11. Example of normalized power consumption versus delayed workload
for different optimization criteria ranging from power- to performance-oriented
optimization.

TABLE II
THERMAL AND FLOORPLAN PARAMETERS DEPLOYED IN THE MODEL.

V. SIMULATION SETUP

A. 3D-MPSoC Specifications

The 3D-MPSoC architecture we are considering is presented
in Figs. 3 and 4. This architecture is based on the 90-nm Ul-
traSPARC T1 (i.e., Niagara-1) processor [22]. The power con-
sumption, area, and the floorplan of UltraSPARC T1 are avail-
able in [22]. UltraSPARC T1 has 8 multi-threaded cores, and
a shared L2-cache for every two cores. In our architecture, we
use twice the existing elements in UltraSPARC T1 (e.g., 16
multi-threaded cores) since we use four silicon tiers in our tar-
geted 3D-MPSoC. In our thermal model of this 3D-MPSoC, the
used parameters are provided in Table II. This table contains the
thermal conductance and capacitance values of different mate-
rials used in modeling the stack.

To implement the voltage and frequency scaling techniques,
we use frequencies ranging from a minimum (166 MHz) to a
maximum value (1.2 GHz), as specified by [22]. In this range,
only specific values of frequencies are allowed. These values
are generated from the integer division of the maximum clock
frequency on a linear scale, as presented in [3].

We dynamically calculate the leakage power of processing
cores as a function of their area and actual run-time tempera-
ture. We use a base leakage power density of 0.25 W mm at
383 K for 90-nm technology [6]. Thus, the leakage power at a
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Fig. 12. Power consumption and flow rates of the cooling infrastructure per one tier.

TABLE III
MICROCHANNEL-BASED PARAMETERS USED IN DIFFERENT TOPOLOGIES

temperature is given by: , where
is the leakage power at 383 K, and is a technology depen-

dent coefficient. We set [32].

B. Cooling Model

The geometry of the cooling layer is related to the following
factors: the microchannel topology and dimensions, and the
TSVs’ sizes and spacing requirements. In our model, we use
50 m diameter TSVs with 100 m spacing requirements. The
microchannel-related parameters is shown in Table III for both
straight and bent channels. This table shows that the amount
of injected fluid in the case of bent channels is more than that
of straight channel. This increase implies better heat removal
capabilities, but the increase in flow rate comes with an increase
of the pumping power.

We assume that there is only one pump connected to all mi-
crochannels of all the layers, such as a centrifugal pump EMB
MHIE [34], is responsible for the fluid injection to the whole
system. This pump has the capability of producing large dis-
charge rates at small pressure heads. Liquid is injected to the
stack from this pump via a pumping network. To enable using
different flow rates for each stack, we control the fluid via con-
trol valves we include in the network. We assume normally
closed valves (NCV) provided by Festo group [35]. NCVs use
external power to reduce the pressure drop and to increase the
flow rate. Without loss of generality, this configuration is scal-
able into different pumping networks, where different valves are
used to control the fluid in every tier. Fig. 12 shows the power
consumed by the pump and valve per tier to inject the fluid from
a single at a certain flow rate and pressure difference. In the case
of straight channels, we use the same plotted values. However, in
the case of bent channels, we increase the energy consumed by
the pump only to account for the increased amount of injected
fluid at the same pressure difference. Unlike the valve energy
which is a function of the pressure difference, not the flow rate.
Thus, the valve energy remains the same for both straight and
bent channels.

C. Virtual Platform Environment

The 3D-MPSoC simulation framework is a SystemC-based
simulation platform. The main device consists of 16 (8 per tier)
32-bit cores, 16 private memories and 16 shared memories dis-
tributed in the 4 tiers of our target 3D-MPSoC (cf. Fig. 4). All
these units communicate among each other by a crossbar inter-
connect. A floating point unit is also connected to it. The virtual
platform environment provides also power statistics for the sev-
eral hardware modules in the simulated platform. The simula-
tion is based on applications generating functional data traffic
on the target architecture. Dynamic power consumption data
are coming from the 3D simulation platform while temperature
data are extracted using the publicly available 3D-ICE thermal
modeling tool [39], as described in the previous sections. Af-
terwards, the leakage power is computed as stated before and
added to the dynamical power to estimate the total power con-
sumption. Modern OSes have a multi-queue structure, where
each CPU core is associated with a dispatch queue, and the job
scheduler allocates the jobs to the cores according to the current
policy. In our simulator, we implement a similar infrastructure,
where the queues maintain the threads allocated to cores and ex-
ecute them.

We use workload traces collected from real applications
running on an UltraSPARC T1. We record the utilization
percentage for each hardware thread at every second using
mpstat for several minutes for each benchmark. We use various
real-life benchmarks including web server, database manage-
ment, and multimedia processing. The web server workload is
generated by SLAMD [37] with 20 and 40 threads per client to
achieve medium and high utilization, respectively. For database
applications, we experiment with MySQL using sysbench for
a table with 1 million rows and 100 threads. Finally, we run
several instances of the mplayer (integer) benchmark as typical
examples of multimedia processing. The utilization ratios are
averaged over all cores throughout the execution.

D. Policy Setup

The global thermal controller activation period is s,
while the local policies are applied every ms. The
simulation step for the discrete time integration of the thermal
model has been set to 200 s. The maximum temperature limit
is set to 370 K. The room temperature and fluid temperature
( ) are set to 300 K. In the problem formulation, to estab-
lish the relation between the frequency setting and the power
consumption, we use a quadratic relation as in [38]. The time
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Fig. 13. Peak and average temperatures observed using all the policies, both for the average case across all workloads and maximum workload on 4-tier 3D-MPSoC.

constants needed by the mechanical dynamics of the cooling
pumps to go from 0 to maximum power is set to 400 ms.

We vary the parameter in the local policies from 0 to 1 with
steps of 0.1. Since every value of this parameter is associated
with a different look-up table, there are 11 tables in the local
controller.

E. Compared 3D-MPSoC Thermal Management Policies

In our evaluation of the proposed hierarchical management
policy thermal and energy efficiency, we implement different
state-of-the-art thermal management techniques that we elabo-
rate on them as follows:

• Liquid cooling with load balancing (LC_LB) [15], [17] (the
default implementation in most operating systems): Ap-
plies the maximum flow rate (0.0323 l/min per tier), while
balancing the workload by moving threads from a core’s
queue to another if the difference in queue lengths is over
a threshold.

• LUT-based varying flow rate with TALB (LC_VAR) [16]:
Changes the flow rate (between 0.01–0.0323 l/min per tier)
based on the predicted maximum temperature, but the jobs
are scheduled with temperature-aware 3D load balancing
[16].

• Fuzzy control-based thermal management (LC_FUZZY)
[32]: Uses a run-time fuzzy control to alter the flow rate
(between 0.01–0.0323 l/min per tier) and tunes the voltage
and frequency values of the processing elements.

In our evaluation, we use the straight microchannel-based
cooling layer with all policies, while we use the bent mi-
crochannel-based cooling layer with LC_LB and our proposed
hierarchical policy.

VI. RESULTS

In our evaluation of different thermal management policies,
we compare our proposed policy with respect to the other man-
agement techniques mentioned above based on the following:

• maximum and average temperatures;
• thermal gradients;
• power consumption and performance degradation.

In the following subsections, we elaborate on each of the afore-
mentioned metrics.

A. Maximum and Average Temperatures

Thermal impact of all the policies the 4-tier 3D-MPSoC is
shown in Fig. 13. In this figure, we show in the peak and av-
erage temperature recordings of the same workloads mentioned
before (cf. Section V-C). Interlayer liquid cooling has the ability
to absorb the heat flux between different tiers surrounding the
cooling layer, regardless the used structure. LC_LB reduces the
peak temperature to 47 C, whereas LC_FUZZY and LC_VAR
push the system into a higher peak of 52 C and 67 C, re-
spectively, but still avoids any hot-spots. This is the similar case
in our proposed hierarchical policy, where the peak tempera-
ture reaches 84 C. The alteration between the peak temperature
comes from the fact that main target is to reduce the peak tem-
perature to any value below 85 C. However, since each tech-
nique has a different management policy, with different control
elements, the peak and average temperatures are affected.

B. Thermal Gradients

We compute thermal gradients in the stack in addition to com-
puting the peak/average temperatures. We calculate the max-
imum thermal gradient in the whole stack as well as the average
intralayer thermal gradient of the different source layers in the
stack. We define the thermal gradient threshold by 15 C, hence
the policy objective is to minimize the maximum thermal gra-
dient to any value below 15 C.

Figs. 14 and 15 show the maximum thermal gradient and
the intralayer thermal gradient of the 3D-MPSoC with different
management policies. Although interlayer liquid cooling dimin-
ishes the thermal hot-spots, it increases both the intralayer and
the maximum thermal gradient of the stack. This is based on the
fact that the fluid grows thermally from the inlet to the outlet
such that the elements near the inlet have more heat removed
than the ones at the outlet. Moreover, varying the flow rate, as
in LC_FUZZY and LC_VAR, increases the thermal gradient,
since reducing the flow rate increases the thermal gradient of
the system.

Our hierarchical policy manages to reduce intralayer thermal
gradients below 10 C per layer. This is due to that fact that
the local controllers distributed the assigned workload among
the controlled elements, taking into consideration their thermal
state. Thus, elements with lower temperature gets more load,
while high temperature elements are assigned lower workload.
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Fig. 14. Maximum thermal gradient of the whole 3D-MPSoC stack, using the average case of all workloads.

Fig. 15. Average intralayer thermal gradient of the whole 3D-MPSoC stack, using the average case of all workloads.

Fig. 16. Normalized energy consumption in the whole system (chip and cooling network) averaged per stack.

While using straight microchannels has an impact on the
thermal gradient, the usage of bent microchannels aids in
diminishing the maximum thermal gradient. The peak thermal
gradient in LC_LB with bent channels, is reduced, by 58% with
respect to using the same policy with straight channels. This en-
hancement is based on the fact that there is more fluid pumped
to the bent structure than the straight structure. Moreover, the
fluid path is in the bent channels is relatively shorter than that
of straight channels. Thus, the fluid thermal growth is lower in
the bent channel case. Furthermore, the use of bent channels
with our policy aids in reducing the maximum gradient by an
additional 32% with respect to using straight channels.

C. System and Cooling Power Consumption

Fig. 16 shows the total consumed power when running the
various policies on the 4-tier MPSoC with the average work-
load. Energy consumption values are normalized with respect
to the load balancing policy on the 3D-MPSoC with LC_LB.
In this figure, we show that our proposed policy manages to re-
duce the cooling power and the overall system power by 60%

and 23%, respectively, with respect to LC_LB. Moreover, our
policy even reduced the cooling energy more than LC_VAR and
LC_FUZZY by 40% and 22%, respectively.

When the bent channels are used with LC_LB, the pumping
power consumed is higher than the case with straight channels.
This is based on the same fact that more fluid is pumped in
this case, hence more power is needed. However, when the bent
channels are used, our policy does not apply the maximum flow
rate since the objective goal is achievable with lower flow rates.
Thus, the consumed pumping power in the bent channel case is
of the same order as the case with straight channels.

VII. CONCLUSION

The contribution of this work is a novel online thermal man-
agement policy for high-performance 3D systems with liquid
cooling. The proposed controller uses DVFS and adjusts the
liquid flow rate to meet the desired performance requirements
and to minimize the overall MPSoC energy consumption.

The proposed controller has an innovative hierarchical
structure that allows the policy to be both effective in terms of
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achieving its performance requirements and simple in terms of
hardware implementation. Moreover, the hierarchical structure
of the policy allows the thermal management system to be
easily scalable to any 3D systems. The optimization problem is
executed and it considers the thermal profile of the system, its
evolution over time and current time-varying workload require-
ments. The implementation is done using look-up tables.

We implemented the policy on a hardware simulation plat-
form and performed experiments on a 3D-MPSoC case study
using benchmarks ranging from web-accessing to playing
multimedia. Results show significant advantages in terms of
energy savings that reach values up to 50% with respect to
state-of-the-art thermal control techniques for 3D stacks with
liquid cooling, and a thermal balance with differences of less
than 10 C per layer.
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