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2D and 3D SoCs
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Abstract Networks-on-Chip (NoC), being a system-level interconnect, can play
a major role in achieving low-power SoC designs. In many designs, the cores are
grouped in to Voltage Islands (VIs). To reduce the leakage power consumption,
an island containing cores that are not used in an application can be shutdown,
while the other islands can still be operational. When one or more of the islands are
shutdown, the interconnect should allow the communication between islands that
are operational. For this, the NoCs has to be designed efficiently to allow shutdown
of VIs, thereby reducing the leakage power consumption. In this chapter, we present
methods to design NoC topologies that provide such a support for both 2D and
3D ICs. We show how the concept of VIs need to be considered during topology
synthesis phase itself. We also make studies to show the benefits of migrating to
3D-stacked chips for realistic applications that have multiple VIs.

8.1 Introduction

Today, portable digital devices are widely available, targeting different application
domains. Many of the applications demand high throughput and performance under
tight power budgets, as the devices are battery powered. Over the last decade, there
has been a lot of focus in tackling this important problem of developing low-power
solutions for digital circuits.

The power consumption of a CMOS circuit consists of three different com-
ponents [8]: (1) dynamic, (2) short-circuit, and (3) static or leakage power con-
sumption. The dynamic or active power consumption is due to the switching of
transistors. The short-circuit power consumption is due to the short-circuit current
that arises when both the NMOS and PMOS transistors are active, conducting cur-
rent from supply to ground. The static or leakage power consumption is present even
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when a circuit is not switching. Several factors contribute to the leakage power con-
sumption: sub threshold leakage, gate-induced drain leakage, gate direct tunneling
leakage, and reverse-biased junction leakage [12].

With reducing transistor sizes, the leakage power consumption is becoming a
significant fraction of the overall circuit power consumption. Moreover, the leakage
power consumption also increases tremendously when the operating temperature of
the chip increases. In fact, leakage power can be responsible for up to 40% of the
total system power [12].

The devices run a variety of applications, and the utilization of the processor,
memory, and hardware cores varies across the different applications. For example,
a System-on-Chip (SoC) used in a mobile platform supports several applications
(or use-cases), such as video display, browsing, and mp3 streaming.To reduce the
leakage power consumption, cores that are not used in an application can be shut-
down, while the other cores can still be operational. Power gating of designs has
been widely applied in many SoCs [20]. If separate voltage lines are routed to ev-
ery core, then all the cores that are not used for an application can be shutdown.
However, this would require separate VDD and ground lines for each core, thereby
increasing the routing overhead.

To reduce the overhead, cores are usually grouped into VIs, with cores in an
island using the same VDD and ground lines [12, 20, 22, 25, 36, 41]. In [20], the
importance of partitioning cores in voltage islands for power reduction is explained
in detail. Several methods have been presented to achieve shutdown of islands [12,
20, 22, 25, 36, 41]. A popular technique to shutdown cores is to apply power gating
using sleep transistors [12]. In such a method, sleep transistors are inserted between
the actual ground lines and the circuit ground (also called the virtual ground) [12],
which are turned off in the sleep mode to cut-off the leakage path. When all the cores
in an island are unused for an application, the entire island can be shutdown. Many
fabrication technologies provide support for VI shutdown. For example, the IBM
fabrication processes CU-08, CU-65HP, and CU-45HP all support the partitioning
of chips into multiple VIs and power gating of the VIs [19].

NoCs are a scalable solution to connect the cores inside chips [5, 10, 14]. NoCs
consist of switches and links and use circuit or packet switching principles to
transfer data across the cores. NoCs can play a major role in reducing the power
consumption of the entire SoC. The design of the NoC plays an important role in
allowing a seamless shutdown of the islands. When one or more of the islands are
shutdown, the interconnect should work seamlessly to connect the islands that are
operational. For this, the NoCs have to be designed efficiently to allow shutdown of
VIs, thereby reducing the leakage power consumption.

The shutdown support presents two distinct challenges for the NoC: the NoC
components should be able to handle the multiple frequencies and voltages, and
the topology should allow the packets to be routed even when some islands are
shutdown. Many NoC architectures support the Globally Asynchronous Locally
Synchronous (GALS) paradigm and handle multiple frequencies and voltages. In
[7], an architecture for a GALS NoC is presented. In [26], the authors present a
physical implementation of multi-synchronous NoC. Architectures for designing
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NoCs using GALS paradigm is presented in [3], and architectures for designing
NoCs for GALS and DVFS operation are shown in [4]. In [32], the authors present
a design methodology for partitioning an NoC into multiple islands and assigning
the voltage levels for the islands.

Designing an NoC topology that meets all the application constraints has been
addressed by many works. Researchers have targeted designing simple bus-based
architectures [21, 33, 35] to regular NoC topologies [17, 27, 28]. Recently, sev-
eral works have also addressed the issue of designing application-specific custom
topologies that are highly optimized for low-power consumption and latency [1,15,
16, 30, 34, 39, 43, 45]. However, designing a NoC topology that can support par-
tial shutdown of the system has received less attention. In [11], the authors present
approaches to route packets even when parts of the NoC have failed. A similar
approach can be used for handling NoC components that have been shutdown.
However, such methods do not guarantee the availability of paths when elements
are shutdown. Moreover, mechanisms for re-routing and re-transmission can have a
large area-power overhead on the NoC [29] and are difficult to design and verify.

One simple solution that will allow the interconnect to support shutdown of the
islands would be to place the entire NoC in a separate VI. However, this is imprac-
tical, as the NoC switches could be spread across the floorplan of the chip, thereby
physically spreading over multiple VIs. In this case, it is difficult to route the same
VDD and ground lines across all the NoC components to keep them in a separate
VI. On the other hand, if all the NoC switches are physically placed together in a
single (separate) VI, then the core to switch links will become long. This would lead
to large wire delay and power consumption. Moreover, this defeats the purpose of
using NoC as a scalable interconnect medium.

Designing a NoC topology that not only meets application communication re-
quirements but also allows for shutdown of islands is a challenging task. In this
chapter, we present a method to design NoC topologies that allow shutdown of VIs,
thereby playing a vital role in achieving a low-power design. We show how the
concept of VIs need to be considered during topology synthesis phase itself.

Recently, 3D stacking of silicon layers has emerged as a promising direction
for scaling [2, 6, 9, 13, 18, 23, 44]. In 3D stacking, a design is split into multiple
silicon layers that are stacked on top of each other. The 3D-stacking technology has
several major advantages including smaller footprint on each layer, shorter global
wires, and ease of integration of diverse technologies, as each could be designed as a
separate layer. A detailed study of the properties and advantages of 3D interconnects
is presented in [2] and [42].

In this chapter, we also show how the NoC can be designed for 3D ICs that
support VIs as well. We consolidate our works on designing NoCs for support-
ing VIs, presented in [37], with our works on topology synthesis for 3D ICs,
presented in [31, 38]. We study how much performance and power consumption
benefit can be achieved for a variety of SoC benchmarks when migrating from
a 2D design to a 3D-stacked design. The rest of the chapter is organized as fol-
lows: in Sect. 8.2, we present the assumed architecture for VI shutdown and 3D
integration; in Sect. 8.4, we formulate the synthesis problem for application-specific
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NoC topologies supporting VI shutdown. The algorithm for synthetizing custom
NoCs for 2D-Ics with VI is presented in Sect. 8.5 and the extension of the algorithm
from 3D is described in Sect. 8.6. Experimental results and analysis of the results
are presented in Sect. 8.7.

8.2 Architecture with Voltage Island Support

The design is partitioned into a number of voltage islands. Since for each island
a separate voltage line is needed, the use of more islands will lead to difficulty in
routing the different voltage lines. On the other hand, with more islands, a finer
control of the shutdown mechanism can be achieved, leading to reduction in power
consumption. Thus, the number of islands is chosen by the designer by carefully
evaluating the tradeoffs. Usually, the designer also iterates on the number of islands
and performs an architectural exploration of the design space. For a particular island
count, the assignment of cores to the islands is done based on their functionality and
also on their position in the floorplan. Since an entire island will be shutdown to
reduce power consumption, most of the cores in an island should be active or idle
at the same time for a particular application. Also, cores that have heavy commu-
nication between them need to be clustered in the same island. This is because the
inter-island communication needs to traverse a frequency and voltage crossing in-
terface, which adds to delay and power consumption. Moreover, to keep the routing
of voltage lines simple, cores in an island should be located physically close to each
other in the floorplan. Thus, assigning cores to islands is a multiconstrained problem
and there are several works, such as [25, 32], that address this issue in more detail.
In this chapter, we will only cover the complementary problem of designing a hier-
archical NoC for supporting the voltage island concept. We will show how the NoC
is designed for 2D and 3D ICs and show the performance benefits of 3D integration
in such a scenario.

8.2.1 2D SoC Architecture

An example architecture of the 2D system that we consider for the NoC design is
presented in Fig. 8.1. The assignment of the cores to different VIs is performed be-
fore the NoC design process and is taken as an input. The cores in a VI have the
same operating voltage (same power and ground lines) but could have a different
operating frequency. Since the inter-island communication passes through voltage
and frequency converters, to reduce power consumption and latency, cores in a VI
are connected to switches in the same VI. The NoC of an island (switches and links)
operates in a synchronous manner, with the components using the same frequency
and voltage value. This is compliant with the Globally Asynchronous, Locally Syn-
chronous (GALS) approach, where the NoC in each island is synchronous and the
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Fig. 8.1 Example input

different islands could have different frequencies and voltages. Having a locally
synchronous design also eases the integration of the NoC with standard back-end
placement and routing tools and industrial flows.

The cores are connected to the NoC switches by means of network interfaces
(NIs) that convert the protocol of the cores to that of the network. Since the switches
in a VI all operate at the same frequency, and the cores can operate at different
frequencies, the NIs are also responsible for performing the clock frequency con-
version. If switches from different VIs are connected together, then a frequency
synchronizer has to be used on the link connecting the two switches. Bi-synchronous
FIFO-based frequency converters have been proposed in literature, which can be
used for the clock synchronization between switches from different VIs. The FIFOs
also take care of the voltage conversion across the islands. Different VIs have differ-
ent clock trees; therefore, even if they operate at the same frequency, there can be a
clock skew between the islands and frequency converters still need to be used. Links
connecting switches from different VIs can be routed through other VIs. Hence, for
simplicity, we assume that the inter-island links are not pipelined. This restriction
can be removed if the pipeline flip-flops are carefully placed in the sending or re-
ceiving switch’s island.

The shutdown mechanism of an island itself could be performed in many ways.
One possible approach for shutdown is the following: when an application does not
require cores in a VI, the power manager decides to shutdown the island. The power
manager could be either implemented in hardware or could be in the operating sys-
tem. Before shutting down the island, the manager checks whether all the pending
transactions on the NoC into and out of the island are completed, by interrupting or
polling all the NIs. If there are no pending transactions and the cores are ready to be
shutdown in an island, the power manager grounds the voltage lines to all the cores
and network components in the island. In this chapter, we show a general synthesis
procedure that is applicable to a system using any shutdown mechanism.
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8.3 3D SoC Architecture

We assume a 3D manufacturing process based on the wafer-to-wafer bonding
technology. In this, through silicon vias (TSVs) are used for establishing vertical
interconnections. A vertical link requires a TSV macro on one of the layers (say
the top layer), where the via cuts through the silicon wafer. In the bottom layer, the
wires of the link will use a horizontal metal layer to reach the destination. For links
that go through more than one layer, TSV macros are required in all the intermediate
layers. However, it is important to note that the macros need not be aligned across
the layers, as horizontal metal layer can be used to reach the macro at each layer as
well. Stacked TSVs are not used, as the alignment of the TSVs would complicate
floorplanning. The area of the TSV macros for a particular link width is taken as an
input. For the synthesized topologies, our tool automatically places the TSV macros
in the intermediate layers and on the corresponding switch ports. Our synthesis pro-
cess automatically places the TSV macros at different layers for the different vertical
interconnects.

An example of the assume architecture is presented in Fig. 8.2. From the bottom
layer, the link is first routed horizontally on the metal layer and then vertically. The
switch in the top layer has a TSV macro embedded for the port that is connected to
this link.

8.4 Design Approach

In this section, we will first show the method for designing the NoC for 2D design
to support shutdown of VIs. Then, we show the extensions for designing 3D ICs.

Fig. 8.2 Example architecture
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8.4.1 Synthesis Problem Formulation

The synthesis procedure generates switches in each of the VIs. First, the intra-VI
communication is tackled, by establishing switches in each VI and connecting the
cores of the VI to the switches. Then, the inter VI traffic flows are considered
and connections between switches across VIs are established. When connecting
switches across VIs, we can either establish a direct connection or use switches
in one or more intermediate VIs. For the latter case, we should ensure that the
switches in the intermediate islands (apart from the source and destination islands)
are not shutdown. A direct connection from a switch in the source island to destina-
tion island will lead to lower latency and also usually to lower power consumption.
However, when there are too many inter VI flows, the size of switches may increase
and the number of inter-layer links and frequency/voltage converters used may also
become large. In such a case, using an intermediate VI with switches would be
helpful. To ensure proper system operation, this intermediate VI should never be
shutdown. The availability of power and ground lines needed to create this interme-
diate NoC VI is given as input and therefore the usage of the intermediate switches
in the NoC VI is optional.

Routes for traffic flows that cross VI bounds are generated by the synthesis al-
gorithm in two ways: (1) the flow can go either directly from a switch in the VI
containing the source core to another switch in the VI containing the destination
core, or (2) it can go through a switch which is placed in the intermediate NoC VI,
if the VI is available. The switches in the intermediate VI are never shutdown. If the
intermediate NoC VI is allowed, then the method will automatically explore both
alternatives and choose the best one for meeting the application constraints.

The objective of the synthesis method is to determine the number of switches
needed in each VI, the size of the switches, their operating frequency, and routing
paths across the switches, such that application constraints are satisfied and VIs can
be shutdown, if needed. The method we present here also determines whether an
intermediate NoC VI needs to be used and if so, the number of switches in the
intermediate island, their sizes, frequency of operation, connectivity and paths.

An example NoC design that would be an output of the design approach is pre-
sented in Fig. 8.3. As seen, the switches are distributed in the different VIs. The
method produces several design points that meet the application constraints with
different switch counts, with each point having different power and performance
values. The designer can then choose the best design point from the trade-off curves
obtained.

In order to design the NoC, we should pre-characterize the area, power,
and latency models for the individual NoC components (switches, NIs, and bi-
synchronous FIFOs). The models can be obtained from synthesis and place and
route of the RTL code of the components using commercial tools. The generated
library of the NoC components is then used during topology synthesis. As men-
tioned in the last section, the number of cores and their assignment to VIs are taken
as inputs. Optionally, the size and position of the cores are also obtained as inputs.
This floorplan information of the cores, if given, will lead to a better estimation
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Fig. 8.3 Three-dimensional IC architecture

of the wire power consumption and delays during the synthesis process. Another
input is the communication description. In the communication description, for each
traffic flow, the source and destination cores are specified and also bandwidth and
latency constraints are given.

Based on the inputs and models, we will show methods that synthesize dif-
ferent topology design points. All the topologies generated will comply with the
constraints given in the input description files and may have different values for
power, average latency, wire length, and switch count. A detailed description of the
algorithm is given in the next section. If the size and initial positions of the cores
were given as inputs, a floorplan with the NoC will also be generated. The floor-
planning routine finds the best location for the NoC components and then inserts
the NoC blocks as close as possible to the ideal positions, while minimally affecting
the position of the cores given as input.

8.5 Synthesis Algorithm for 2D ICs with VI Shutdown

The synthesis algorithm is explained in detail in this section. From the input speci-
fications, we construct the VI communication graph defined as follows:

Definition 8.1. A VI communication graph (VCG(V , E , isl)) is a directed graph,
each vertex vi 2 V represents a core in the VI denoted by isl, and the directed edge
.vi ; vj / representing the communication between the cores vi and vj . The band-
width of traffic flow from cores vi to vj is represented by bwi;j , and the latency
constraint for the flow is represented by lati;j . The weight of the edge .ei ; ej /,
defined by ei;j , is set to a combination of the bandwidth and the latency con-
straints of the traffic flow from core vi to vj : hi;j D ˛ � bwi;j =max bw C
.1 � ˛/ � min lat=lati;j , where max bw is the maximum bandwidth value over
all flows, min lat is the tightest latency constraint over all flows, and ˛ is a weight
parameter. communicate with any other core in the same island, edges with low
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Algorithm 1 Core-to-switch connectivity
1: Determine the frequency at which the NoC will operate in each VI and max sw sizej , 8j

2 Œ1 � � � NVI �

2: min swj D jVCG.V; E; j /j=max sw sizej , 8j

3: fVary number of switches in each VIg
4: for i D 1 to max8j21���NVI jVj j do
5: for j D 1 to NVF do
6: if i C min swj < jVj j then
7: k D i C min swj

8: else
9: k D jVj j

10: end if
11: Perform k min-cut partitions of VCG.V; E; j /.
12: end for
13: fVary number of switches in intermediate NoC VIg
14: for k D 0 to max8j21���NVI do
15: Compute least cost paths for inter-switch flows using Check constraints procedure.

Choose flows in bandwidth order and find the paths.
16: If paths found for all flows save design point
17: end for
18: end for

weight (close to 0) are added between the corresponding vertices to all other vertices
in the layer. This will allow the partitioning process to still consider such isolated
vertices.

The value of the weight parameter ˛ can be set experimentally or obtained as
an input from the user, depending on the importance of performance and power
consumption objectives.

In Algorithm 1, we present the steps required to synthesize application-specific
NoCs with support for VI shutdown. The first step is to determine the frequency
at which the NoC switches have to operate in each island. The minimum required
frequency is determined by the highest bandwidth that has to be supported on a
link from a NI to a switch. Of course, the NoC in an island can be operated at a
higher frequency if the input specifications require, but a lower frequency cannot be
supported as one of the cores will not be able to transfer the required bandwidth. The
bandwidth available on a link is a product of the link data width and the frequency.
For a fixed link width the frequency can be determined. In our synthesis procedure,
without loss of generality, we fix the data width of the NoC links to a user-defined
value. Please note that it could be varied in a range and more design points could be
explored, which does not affect the algorithm steps.

The frequency at which the switches are operated determines the maximum size
(number of inputs and outputs) that the switches can have. Since the critical path of
the switch is in the crossbar, there is a direct link between the operating frequency
and the size of the switch. In the algorithm, we use max sw sizej to specify the
maximum size that a switch can have in VIj . Since the frequency in the different
VIs is not the same, the maximum switch size will be different in different islands.
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Based on the maximum size of the switches and the number of cores in a VI, the
minimum number of switches that are required to generate a topology is calculated
(step 2). Let NVI denote the total number of VIs in the design.

To better clarify the concepts, we provide examples along with the explanation
of the different steps of the algorithm.

Example 8.1. Consider the system depicted in Fig. 8.1. We will describe how the
algorithm works for one design point. The design has 11 cores divided into three
islands. The first step is to determine the frequency of the NoC in each VI and to
calculate the maximum size of the switches in each VI. In this example, IP 7 is
generating the maximum traffic in the island VI 1, with a total of 3.6 GB s�1 band-
width. Let us assume that the NoC data width is set to 4 bytes. Thus, the NoC island
with IP 7 should run at 900 MHz (obtained by 3.6 GB/4 B). From our NoC libraries
at 65 nm, we found that a switch larger than 3 � 3 cannot operate at 900 MHz.
Thus, we determine that the maximum switch size for this island is 3 � 3. As
the island has four cores, we need at least two switches in the island. The mini-
mum number of switches needed in the other islands can be calculated in a similar
manner.

In steps 4–10 of the algorithm, the number of switches in each island is varied
from the minimum value (computed in step 2) to the maximum number of cores in
the island.

Example 8.2. Let us assume that the minimum number of switches computed in
step 2 for the example in Fig. 8.3 are 1, 2, 1 for VI 0, VI 1, VI 2. We will gen-
erate design points with different switch counts, with each point having one more
switches in each VI, until the number of switches is equal to the number of cores in
the VI. For this example, we will explore the following points: 1,2,1, 2,3,2, 3,4,3,
3,4,4. As several combinations of switch counts in different VIs are possible, we
limit to this simple heuristic.

In step 11, for the current switch count of the VI, many min-cut partitions of
the VCG corresponding to the VI are obtained. Cores in a partition share the same
switch. As min-cut partitioning is used, cores that communicate heavily or that have
tighter latency constraints would be connected to the same switch, thereby reducing
the power consumption and latency.

Example 8.3. For the design point 1,2,1, two min-cut partitions of VCG(V,E,1) are
obtained. Cores IP 9 and IP 10 communicate more and belong to the same partition.
Thus, they would share the same switch. Also, all flows between cores on the same
switch will be routed directly through that switch.

Once the connectivity between the cores and the switches in the VIs is es-
tablished, the algorithm has to find paths and open links for the inter-switch
communication flows. Some of these flows also have to cross VI boundaries. For
flows that have to cross VI boundaries, a link connecting a switch in the VI with the
source core to a switch in the VI containing the destination core has to be found or
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opened. This can lead to the creation of many new links that can lead to an unaccept-
able increase in the switch size, violating of the max sw sizej constraint. If the NoC
VI is allowed, then indirect switches in the NoC VI, which are never shutdown, can
be used to decrease the size of the switches in the other VIs. These switches act as
indirect switches, as they are not directly connected to the cores, but only connect
other switches. If the NoC VI is used, then the number of indirect switches is varied
in step 14.

For each combination of direct and indirect switches, the cost of opening links
is calculated and the minimum cost paths are chosen for all the flows (step 15).
The traffic flows are ordered based on the bandwidth values, and the paths for each
flow in the order is computed. The cost of using a link is a linear combination of
the power consumption increase in opening a new link or reusing an existing link
and the latency constraint of the flow. The different scenarios for setting the link
costs are shown in the Check constraints procedure in Algorithm 2. When opening
links, we ensure that the links are either established directly across the switches in
the source and destination VIs or to the switches in the intermediate NoC island.
To enforce this constraint, a large cost (INF) is assigned to the links that are not
allowed. Similarly, when the size of a switch in an island reaches the maximum
value, the cost of opening a link from or to that switch is also set to INF. This
prevents the algorithm in establishing such a link for any traffic flow. Also, when
a switch is close to the maximum size (two ports less than the maximum size),
a larger value than the usual cost is assigned for opening a new link, denoted by
SOFT INF. This is to steer the algorithm to reuse already opened links, if possible.
In order to facilitate the use of the indirect switches in the intermediate NoC VI,

Algorithm 2 Check constraints
1: fCheck if the link between switchi or switchj can be usedg
2: if island.switchi / D island.switchj / then
3: link allowed D TRUE;
4: else if island.switchi / D src isl and island.switchj / D dest isl then
5: link allowed DTRUE;
6: else if switchi or switchj is in NoC VI then
7: link allowed DTRUE;
8: else
9: link allowed DFALSE;

10: end if
11: h D island.switchi / and k D island.switchj /

12: if size.switchi / >D max sw sizeh or size.switchj / >D max sw sizek or
link allowed DFALSE then

13: costij D INF
14: else if size.switchi / >D max sw sizeh � 2 and switchj is in NoC VI then
15: costij D SOFT INF=2

16: else if size.switchj / >D max sw sizek � 2 and switchi is in NoC VI then
17: costij D SOFT INF=2

18: else
19: costij D SOFT INF
20: end if
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the cost of opening a link between a switch that is close to the maximum size and an
indirect switch is set to SOFT INF=2. Thus, when the size of a switch approaches
the maximum value, more connections will be established using the switches in the
intermediate NoC VI.

Example 8.4. Let us consider the switch assignment from the previous example. In
this example, the highest bandwidth flow that has to be routed first is the one from
IP 7 to IP 10. This will result in opening a link between Switch 2 and Switch 1.
Now, let us assume that we have to find a path for a flow from IP 9 to IP 3. Because
Switch 1 is close to its maximum size and we have other flows to other VIs, the
algorithm will use the switch in the intermediate NoC VI. This results in opening
a link from Switch 1 to 4 and another from Switch 4 to 3. The topology with the
inter-switch links opened is shown in Fig. 8.3.

If for all the flows paths that do not violate the latency constraints are found, then
the design point is saved. Finally, for each valid design point, the NoC components
are inserted on the floorplan, and the wire lengths, wire power, and delay are cal-
culated. The time complexity of our algorithm is O.V 2E2ln.V //, where V is the
set of cores in the design and E is the set of edges representing the communica-
tion between the cores. In practice, the algorithm runs quite fast as the input graphs
typically are not fully connected.

8.6 Extension for 3D ICs

Extending the algorithm from Sect. 8.5 to generate NoC topologies for 3D-ICs is
done by combining the previously presented algorithm with the algorithm for gener-
ating custom NoC topologies for 3D-ICs from [31]. In the case of the 3D algorithm
from [31], the cores are assigned to layers of the 3D silicon stack. Cores can be con-
nected only to switches in the same layer. The 3D algorithm would explore designs
with different number of switches in each layer. The concept of layer is similar to
the concept of VI; however, in the original 3D algorithm all layers are assumed to
be synchronous.

The extension of the 3D algorithm to support shutdown of VIs as presented in
Sect. 8.5 can be done under the assumption that a VI does not span across multiple
layers. This assumption makes sense because it is difficult to create a synchronous
clock tree that can span on multiple layers. Therefore, even if cores on different
layers operate at the same frequency and voltage level, it is very likely that there will
be clock skew between them and they would need to be assigned to different VIs.

The algorithm to synthesize NoCs for 3D ICs takes as input both the assignment
of cores to the silicon layers of the 3D stack as well as the assignment of the cores to
VIs. Also, the maximum number of links that can cross between two adjacent layers
has to be given as input. This constraint is used to limit the number of TSVs that are
needed to connect components on different layers in order to increase the yield.
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8.7 Experimental Results

Experiments reported in this chapter are performed using the power, area, and la-
tency models for the NoC components based on the architecture from [40]. The
models are built for 65 nm technology node. We extend the library with models for
the bi-synchronous voltage and frequency converters. For reference, the power con-
sumption (with 100% switching activity), area, and maximum operating frequency
for some of the components are presented in Table 8.1. The power consumption of
a 32-bit link for 1-mm length was found to be 2.72 �W MHz�1. In [24], the authors
show that the power consumption of tightly packed TSVs is smaller than that of
horizontal interconnect by two orders of magnitude. Therefore, the impact of power
consumption and delay of the vertical links is negligible as they are very short as
well (15–25 �m). Under zero-load conditions, the switch delay is one cycle, an un-
pipelined link delay is one cycle and the voltage/frequency converter delay is four
cycles (of the slowest clock).

8.7.1 Design of 2D ICs

To support VIs and shutdown of VIs, the NoC will incur an additional overhead
due to the use of voltage and frequency converters and because more links need
to be opened in order to support all the flows that have to cross VI boundaries. To
see how much is the overhead and how it depends on the number of VIs and on
the assignment of cores to VIs, we performed experiments on several benchmarks
using the 2D algorithm from Sect. 8.5. The first study is performed using a realistic
benchmark of a multimedia and wireless communication SoC. The benchmark has
26 cores and its communication graph is presented in Fig. 8.4 [38].

To explore the impact of core to VI assignment on the NoC overhead, we consider
two ways of assigning the cores to islands. In one instance, cores that have similar
functionality (e.g., shared memories that are never shutdown) or those that are meant
to work together (e.g., lower level cache and the processor it services) are assigned
to the same VI. The idea is to place cores that are idle at the same time in an VI. We
call this assignment logical partitioning. This assignment is application oriented
and as we will show it will incur higher communication overhead, but it also has
more potential for VI shutdown. The other way to partition the cores is based on
the communication description. For this assignment of cores to VIs, which we call

Table 8.1 NoC component figures

Energy (�W MHz�1) Area (�m2) Freq (MHz)

Switch 4 � 4 7.2 10,000 803
Switch 5 � 5 8.4 14,000 795
Converter 0.34 1,944 1,000
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Fig. 8.4 Communication
graph

communication-based partitioning cores that have high bandwidth, communication
flows are assigned to the same VI. This assignment is communication friendly and
will reduce the overhead of the NoC, but the possibilities for VI shutdown are also
diminished.

A plot of the dynamic power consumption of the best topology for different num-
bers of VIs in the design is shown in Fig. 8.5a. There are two values for power
point for each VI count. One value corresponds to the case when logical partition-
ing is used to assign the cores to the considered number of VIs, and the other value
corresponds to the assignment by communication-based partitioning. The power
consumption values comprise the consumption on switches, links, and the synchro-
nizers. The plot contains the two extremes: the case when there is one VI, which can
be used as reference as there is no overhead for the frequency converters. The other
extreme is for the 26 VI case when each core is assigned to its own VI. It can be
seen that for the communication-based partitioning, the overhead on power is not
significant until a lot of VIs are used. This is because high bandwidth flows are in
the same VI and they do not have to go through the frequency synchronizers. In the
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Fig. 8.5 Impact of number of VI on (a) power and (b) cycles

Fig. 8.6 Topology example

case of the logical partitioning, we have to pay some overhead in NoC dynamic
power, as there are more high bandwidth flows that do go across islands.

We also consider how the average zero load latency is affected by the number
of VIs for the two different assignment policies. In Fig. 8.5b, the dependence of the
latency on the number of VIs is plotted. The latency value is the average zero load
latency of the header flit expressed in cycles. When packets cross the islands, a four-
cycle delay is incurred on the voltage-frequency converters. So with the increase in
VI, the latency increases as more flows have to go through converters. However, we
can see that when the assignment of cores to VIs is done based on communication
the average latency does not grow so fast with the number of VIs. This is due to the
assignment policy, where more flows are within the same island. A topology for
the six VI logic partitioning case is shown in Fig. 8.6 and a floorplan example is
presented in Fig. 8.7.
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Fig. 8.7 Floorplan example

Fig. 8.8 Impact of frequency
on the switch count in the
NoC VI

434 477 520 564 607 650 693 737 758
0

0.5

1

1.5

2

2.5

3

3.5

4

Maximum Frequency (MHz)

N
um

be
r o

f s
w

itc
he

s i
n 

N
oC

 V
I

Logical partitionning
Communication based partitioning

The frequency at which a switch can operate is given by the critical path in-
side the switch. As the bandwidth requirements of the application start to increase,
the required NoC frequencies also increase. Thus, the switches start reaching the
maximum allowed sizes to meet the frequency requirements. One way to main-
tain the size of switches below the threshold is the use of indirect switches in the
intermediate NoC VI. However, there is a penalty in using these switches, as a
flow going through them has to pass through one more set of voltage-frequency
converters. In Fig. 8.8, we show the number of indirect switches used for the best
power points when the frequency is varied. We see that when the bandwidth require-
ments are low, the intermediate island is never used. As the bandwidth requirements
start scaling, more and more indirect switches in the intermediate VI are used.
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Table 8.2 Comparison on
multiple benchmarks

No VI Multiple VIs

Power Latency Power Latency
(mW) (cycles) (mW) (cycles) VIs

D36 4 273.3 4.10 435.5 6.31 6
D36 6 295.9 4.17 441.3 7.72 6
D36 8 448.5 5.76 561.8 7.71 6
D35 bott 112.4 5.96 117.82 6.70 6
D65 tvopd 332.9 3.25 341.64 3.40 8
D38 tvopd 77.43 3.31 80.12 2.62 4

The presented algorithm automatically explores the entire design space and instan-
tiates the switches in the intermediate island when needed.

In Table 8.2, we present a comparison of power and latency between a design
with no VIs and a design with multiple VIs for six benchmarks [38]. Again, we re-
port the dynamic power consumption values of the NoC. We use different number of
islands in each benchmark (average of six islands), based on the logical character-
istics of the applications. The D36 4, D36 6, and D36 8 set of benchmarks model
systems with multiple shared memories on a chip. Each core communicates to 4, 6,
and 8 other cores respectively with an average of 2, 3, and 4 communication flows
going across the islands. In these cases, the overhead is more as there is a need for
many voltage-frequency converters in order to channel all the inter-VI communi-
cation. The D35 bott benchmark has 16 processor cores, 16 private memories, and
three shared memories. The processor and the private memory are assigned to the
same VI. Thus, there are just the low bandwidth flows going to the shared memories
that have to go across VIs. In this case, the power overhead for gating is not signifi-
cant, and only latency increases since some VIs operate at a lower frequency. In case
of the D65 pipe and the D38 tvopd, there are 65 and 38 cores respectively, com-
municating in a pipeline manner and therefore there are fewer links going across
VIs, resulting again in a small overhead.

For the different SoC benchmarks, we find that the topologies synthesized to
support multiple VIs incur an overhead of 28% increase in the NoC dynamic power
consumption. For all the benchmarks, the NoC consumes less than 10% of the to-
tal SoC dynamic power. Thus, the dynamic power overhead for supporting multiple
VIs in the NoC is less than 3% of the system dynamic power. We found that the
area overhead is also negligible, with less than 0.5% increase in the total SoC
area. In many SoCs, the shutdown of cores can lead to large reduction in leak-
age power, leading to even 25% or more reduction in overall system power [12].
Thus, compared to the power savings achieved, the penalty incurred in the NoC
design is negligible. Even though the packet latencies are higher when many VIs
are used, the presented synthesis approach provides only those design points that
meet the latency constraints of the application. Moreover, the synthesis flow al-
lows the designer to perform trade-offs between power, latency, and the number
of VIs.
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8.7.2 Baseline Comparison of 2D and 3D ICs

Before we showed the effects of VIs on the NoC on 2D-ICs. Now we will show what
benefits 3D integration technology can bring from the NoC perspective in designs
that use VIs. But first we have to see what is the contribution that 3D technol-
ogy itself brings to power savings if the circuits can be manufactured in a fully
synchronous manner. For this study, we use a media benchmark, D26 Media. We
consider a three silicon layered IC for the 3D case with the following assignment of
cores to layers. The processors and DSPs with their support cores, like the caches
and the hardware accelerators, are assigned to the bottom layer. The large shared
memories are assigned to the middle layers and the peripherals to the top layer. We
use a data width of 32 bits for the NoC links for all the experiments, matching the
data width of the cores.

As previously stated, we first consider the case when both the 2D and 3D de-
signs are implemented in a fully synchronous manner. We use this experiment as
a baseline to see what is the contribution of 3D technology for power savings and
as a reference for the VI overhead for the 2D and the 3D designs. As explained
in Sect. 8.5, we determine the minimum required operating frequency based on the
highest bandwidth requirement that any core has. For this benchmark , for a single
VI, this minimum required frequency is calculated to be 270 MHz. The total NoC
power consumption for the best power point for the 2D case is 38.5 mW and for the
3D design is 30.9 mW. Because the total wire length in the 3D case is significantly
lower than for the 2D-IC, we obtain a 20% power savings on the NoC. This power
saving is only due to the fact that wires are shorter in the 3D-IC (since the bench-
mark has the same number of cores), and we will show in the next section that under
the restrictions of VI assignment, 3D technology can provide higher power savings
when compared to 2D.

8.7.3 Comparison for Different Number of Voltage
and Frequency Islands

In this section, we present a more detailed analysis and comparisons between 2D
and 3D NoC designs when the cores are assigned to different VIs. We made several
variations of the D26 media benchmark by assigning the cores to different numbers
of VIs (from 1 to 7). For this comparison, we only assigned the cores to VIs using
the logical partitioning policy as described in Sect. 8.7.1. The same VI assignment
was used for both the 2D and 3D cases.

The power consumption of the best NoC topologies for different VI counts in
the design for 2D-IC is presented in Fig. 8.9a. In the plot, we show the total power
consumption and also the break down on the different components. A similar plot
showing the power consumption of the best NoC topologies designed for the 3D-IC
is presented in Fig. 8.9b. One important thing to note is that, as the number of VIs
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increases, the operating frequency of certain VIs can be lowered as the cores inside
a VI may require less bandwidth than in another. Increasing the number of VIs
increases the number of switches in a design, as there has to be at least on switch in
each VI. However, when combined with the previous effect that lowers the operating
frequency, we can observe that the switch power does not have a significant increase
when the number of switches is increased. A similar effect can be observed on the
wire power for the 2D case, as the frequency converter is placed closer to the faster
switch and the link is operated at the lower frequency. In 3D, however, the switch
to switch link power increases marginally with the number of islands, because of
the increase in the number of switch to switch links. Power used by the frequency
converters grows with the number of VIs for both cases.

In this experiment, we assume a clock skew across the different 3D layers even
for a fully synchronous design, thereby leading a minimum of 3 VIs for 3D, with
one for each layer. Thus, the total power consumption plotted is the same for one to
three VIs in 3D. In Figs. 8.9a, b, we report the actual power values of the different
topologies, and in Fig. 8.10 we show the power comparisons of topologies between
the 2D and 3D cases. From the latter plot, we can see that the power savings for the
case of one VI is only 10%, which is less than what is reported in the previous sec-
tion. This is because, for the 3D case we actually use 3 VIs, one for each layer as the

a

2D

b

3D

Fig. 8.9 Power for (a) 2D and (b) 3D designs

Fig. 8.10 Power savings
of 3D over 2D designs
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Fig. 8.11 Average zero load
latency of 2D and 3D designs

Fig. 8.12 Power savings
of 3D over 2D designs for
different benchmarks

minimum number. When we compare a solution with 3 VIs in the 2D case as well,
we get around 35% interconnect power savings in 3D. However, as the number of
VIs increase further, the converter power starts to dominate both 2D and 3D cases.
Thus, the power savings achieved by migrating to 3D reduces. Average zero load
latency values for topologies designed for different number of VIs for both the 2D
and 3D-ICs are shown in Fig. 8.11. Since the links are not automatically pipelined,
there is not much difference between 2D and 3D designs. The average latency in-
creases with the number of VIs because more flows have to go through frequency
converters, and also because more VIs can be operated at lower frequencies.

To complete the experimental analysis, we also consider two synthetic bench-
marks. The D35 bott and the D36 8, described in Sect. 8.7.1, represent two ex-
tremes. The first one has large traffic from processors to their private memories
and less traffic to few shared memories. Since the private memories are close to the
processors and assigned to the same VIs, the power savings in 3D are small and do
not depend too much on the number of VIs, as can be seen in Fig. 8.12. The D36 8
benchmark is the other extreme with a lot of spread traffic. In this benchmark, all
cores have high bandwidth communication to eight other cores. Thus, regardless of
the VI assignment, a lot of links will be required in the designs. Hence, we observe
high power savings when designing the NoCs for 3D-ICs. Most realistic designs
will have communication patterns between these two examples.
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Fig. 8.13 Power savings
of 3D over 2D designs for
different core areas

So far, we considered the case where VIs are necessary in order to be able to
shutdown cores. However, if we look at future technology nodes like 32 nm and
beyond, we see that the area of the region where a synchronous clock tree can be
built shrinks significantly. Therefore, in large designs, VIs will be needed because
it will be very expensive to build a single synchronous clock tree. To capture this
effect, we perform an experiment where we increase the size of the cores in the
benchmark. As we increase the size of the cores, we also have to increase the number
of VIs as it would not be possible to have a single synchronous region. For example,
by increasing the size of the cores by 60%, five VIs are needed instead of three if
the area of a VI is kept constant. The power consumption difference between the 3D
and 2D designs in percentage is shown in Fig. 8.13. As the wires are longer when
the benchmark is larger, we obtain more power savings in 3D, when compared to
the experiments in the previous subsection.

8.7.4 Analysis of Results

Because the 3D design has three silicon layers and frequency converters or meso-
chronous synchronizers are needed when a link connects two components on
different layers, migration to 3D provides little power saving (11%) with respect
to a fully synchronous 2D design with no VIs. However, when more VIs are used
in the design (either for functional reasons or due to technological constraints), then
NoC generated for 3D SoCs consume much less power than the ones for 2D-IC.
In designs with VIs, in order to support shutdown of VIs, more links are needed
to route all communication flows that go across VI boundaries; hence, the shorter
wire lengths in 3D designs result in considerable power savings (up to 32%). If we
increase the number of VIs too much, then the wires become more segmented in 2D
as well and get shorter. So, the power saving achieved in 3D NoCs starts to drop.
The reduction in the power saving of 3D NoCs with the number of VIs is also due
to the fact that the frequency converter power consumption becomes more signifi-
cant when the number of VIs is increased. There is no significant reduction of the
average zero load latency for topologies designed for 3D-ICs. This is because the
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average zero load delay is dominated by the four cycle delay to cross the frequency
converters. The area overhead due to the insertion of TSVs in 3D is negligible, as
the TSV macros occupy less than 2% area when compared to the area of the cores.

8.8 Conclusions

Leakage power consumption is becoming a large fraction of the total power con-
sumption in ICs. In order to reduce the leakage power consumption, cores that are
not used in an application can be shutdown. For ease of routing signals, cores are
grouped into voltage islands and when cores in an entire island are unused, the is-
land can be shutdown. The design of the NoC plays an important role in allowing a
seamless shutdown of the islands. The NoC topology should be designed such that
even when some islands are shutdown, communication across the different islands
that are operational should be possible. In this chapter, we showed how the NoC
topology can be designed to achieve this. We applied the methods to design NoCs
for both 2D and 3D ICs. Our studies on several benchmarks show a significant re-
duction in NoC power consumption in migrating to a 3D technology, especially for
designs with many voltage islands.
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