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Abstract—This paper presents a technique for glitch power min-  In other words, it is difficult to estimate if the changes in the
imization in combinational circuits. The total number of glitchesis network introduced to minimize glitching are useful or not be-

reduced by replacing some existing gates with functionally equiva- cause they may modify the delay distribution of the circuit in a
lent ones (called F-Gates) that can be “frozen” by asserting a con- . . .
quite unpredictable fashion.

trol signal. A frozen gate cannot propagate glitches to its output.
Algorithms for gate selection and clustering that maximize the per- We present an incremental optimization technique that re-
centage of filtered glitches and reduce the overhead for generating duces glitching in standard static CMOS implementations, but
the control signals are introduced. A power-efficient CMOS im- \ve overcome the predictability problem by posing tight con-

plementation of F-Gates is also described. An important feature of . . o
the proposed method is that it can be appliedn place directly to straints on the amount of network perturbation that can be in

layout-level descriptions; therefore, it guarantees very predictable troduced by the glitch minimization procedure. More in detail,
results and minimizes the impact of the transformation on circuit We propose an optimization method that operatgdaceon a

size and speed. layout-level description. We perform minor modifications of the
Index Terms—CMOS digital integrated circuits, design automa-  netlist that can be implemented on the placed and routed circuit
tion, power optimization. only by applying partial rewiring of a few signal nets. The cost

function that controls the optimization is very accurate because
glitch and total power estimation are carried out on a network
- . . with back annotation of wiring loads.
SE_UR!OUS transitions (also calledlitcheg in com-  Tne procedure for glitch minimization is based on a well-
inational CMOS logic are a well-known source Ofnown idea. Glitches are eliminated by adding some redun-

unnecessary power dissipation [1]. Reducing glitch power isggnt ogic that prevents spurious transitions. This can be done
highly desirable target because in the vast majority of digitg|; inserting latches in a gate-level netlist and controlling the
CMOS circuits, only one signal transition per clock cycle iﬁatch-enablqains with redundant signals generatetihoc We
functionally meaningful. Unfor.tunately, glitgh power is heavilyEl:opose an alternative technique, caltgate freezingthat is
dependent on the low-level implementation details, namely,c less perturbative of the existing circuit structure. Gates
gate propagation delays and input transitions misalignmenjgh high spurious activity are replaced with functionally equiv-
For this reason, glitch power estimation requires accuraigan ones (calleB-Gated that can be made insensitive to input
simula?ion tools with precise gate and tr.ans.,istqr delay mOdeflﬁansitions by asserting a control signal (cal@eSigna). Al-

In this paper, we propose an automatic circuit transformatigioygh this is functionally equivalent to latch insertion, it can
technique for glitch power reduction. Minimizing glitching atbe implemented much more efficiently (area and power-wise)

the gate level is a complex task because it is difficult to estiyg the modified gates can replace directly the original gates in
mate the impact that circuit transformations can have on gl't‘éhplaced and routed netlist.

power. Two different approache_s have b_een taken to so!ve thisI'he overhead of control-signal generation is reduced by se-
problem. Networks can be des_lgned using a gl|tch-freg '”?p' cting only a subset of the gates in the original implementa-
mentation style (such as Domino [2] or Shannon [3] circuits, y

. . . . . n for replacement witlF-Gatesand by grouping th&-Gates
alternatively, a nonglitch-free implementation can be Opt'm'zqﬁclusters that share a comm@sSignal We describe algo-

to reduce the number of glitches. The first solution has a maj hms for the selection and clustering of candidat@atesthat

E)m'ft'zn: glltchels are elllml(r;ateq, bqt thﬁ constlramts IMPOSehaximize power savings by maximally reducing glitches and
y the design style may lead to circuits that are less power eyl inimizing the additional power consumed by the control

cient than those realized with standard static CMOS gates. T&: ot generates th@-Signals We also propose an efficient
second approach is hindered by the uncertainties in the esti Slementation style for th&-Gates and we experimentally
tion of the cost function that drives the optimization procedurg, iy te it through a number of low-level (i.e., Spice) simula-

tions. Finally, we describe a low-power implementation of the
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(2.8% in average), and speed is unchanged. Obviously, gtte estimated savings may diminish or get canceled after the
freezing only targets circuits with high glitching; therefore, ittayout phase.

applicability is of limited interest in the cases where spurious Gate resizing [11] has been applied to glitch power minimiza-
transitions have a negligible impact on the global power budgébn. This technique eliminates glitches by equalizing all path

The outline of the paper is as follows. Section || summadelays in a combinational logic network. Path equalization is
rizes the existing previous work on glitch power minimizatiorobtained by downsizing gates that do not lie on critical paths,
Section Ill outlines the optimization paradigm based on gatkereby slowing down fast propagation paths, without changing
freezing and provides details on hdwGatesand C-Signals the worst case delay of the circuit. Effective path equalization
can be efficiently realized. In Section IV, the algorithms anby resizing requires large technology libraries with many dif-
heuristics we adopted to implement the various steps of the gigrently sized functionally equivalent logic gates. In addition,
freezing procedure are illustrated. Section V reports the expperfect equalization can be difficult to achieve if path delays are
imental results concerning the application of gate freezing tiistributed very unevenly. In fact, if the delay of a short path is
a set of standard benchmarks, while Section VI collects Spistil smaller than that of the critical path when all gates on such
simulation data for somie-Gatecells. Finally, Section VIl con- a short path have been scaled down to minimum size, spurious
cludes the paper with some final remarks. activity remains possible (multipliers are typical examples of

circuits with widely different path delays). Finally, the resizing
approach presented in [11] is applied before physical design.

Il. PREVIOUS WORK Therefore, the cost metric employed for driving the resizing pro-
cedure has limited accuracy.

The development of automatic techniques for glitch mini- Guarded evaluation [12], even though not explicitly targeted
mization in logic circuits has been the subject of intensive réaward glitch power minimization, exploits automatic latch in-
search in the past, since networks with limited spurious activigertion to reduce power consumption. In this approach, the in-
are usually highly desirable. In some cases, the eliminationtefnal signals that are available in the combinational network are
glitches is required for correct circuit operation. For examplesed as latch-enable controls. The rationale in guarded evalua-
in [6] the target was the elimination of critical races in asyrtion is that of preventing the switching of nonobservable sec-
chronous circuits. tions of a combinational logic network by inserting latches con-

In this section, we briefly summarize a number of existintjolled by signals that imply nonobservability. The method has
approaches to glitch power reduction; some of them have bg@nduced promising results, but it suffers from the same draw-
developed for specific applications [7], [8], while others havkack of the retiming technique, i.e., itis applied before physical
general-purpose [9]-[11]. We also discuss a technique, knogynthesis. Latch insertion significantly perturbs both cell count
as guarded evaluation [12], that, although not explicitly tagnd netlist connectivity; thus, postlayout results are not very pre-
geting glitch power minimization, has some affinity with thelictable and optimization may be quite inaccurate.
gate freezing idea we present in this paper. A number of register-transfer (RT) level transformations for

Special-purpose techniques have focused on arithmetic glitch power optimization have beenintroducedin[10]. Here, the
cuits. In [7], a self-timed method is employed to prevent tHecus is on glitches generated by misaligned control signals that
propagation of spurious transitions to the outputs of a carrfgave long propagation paths within the data path and cause siz-
lookahead adder. Array multipliers are considered in [8]. Thable power consumption. The main objection to this approach is
authors observe that multipliers are generally very glitchy arblat at the RT level only approximate timing information is avail-
multiple spurious transitions are propagated within the array able, and the glitch power reduction predicted at this level may
the partial products. The propagation of such glitches is redudeglan inaccurate estimate of the result achieved after logic syn-
by insertingtrasition-retaining barriers(i.e., sets of latches) in thesis, tech mapping, placement, and routing. On the other hand,
the array. Latches are controlled with a self-timed signal thakey advantage of the method s thatit performs local low-impact
is generated by additional logic. The power dissipated by suttAnsformations on control signals that fan out to large portions of
logic is more than compensated by the power reduction obtairieé data path. The authors show that RT-level transformations re-
by eliminating the glitches. duce glitching by a vast amount that is unlikely to be completely

General-purpose techniques have, in general, wider apginceled in the later phases of the synthesis flow.
cability; in addition, they are more suited for implementation In the next section, we describe a methodology for glitch
within computer-aided design tools. A retiming transformatiopower minimization that works at a much later stage in the de-
is proposed in [9]. First, the circuitis analyzed to detect gate oign process, i.e., itis applied to layout-level descriptions. Thus,
puts with multiple spurious transitions and high fanout. The#f,produces much more predictable savings. On the other hand,
retiming is applied with the objective of moving the flip-flopsit might not be as effective as RT-level techniques, since it oper-
on the outputs of the target gates. Retiming moves are limited &¢s in a more constrained environment, where reduced degrees
timing and area constraints. The main shortcoming of this teci-freedom are left for optimization.
nique is thatitis applied before placement and routing. Since re-
timing is a quite “intrusive” transformation that implies changes
in the clock distribution, as well as in the number and position
of the flip-flops, it is difficult to apply it to a circuit in an incre-  The flow of the gate freezing procedure starts from a placed
mental fashion after placement and routing. As a consequenaeg routed combinational circuit (possibly contained in a larger

I1l. GATE FREEZING
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design). We assume that wire loads have been extracted and Vaa
back annotated into the gate-level circuit model. Accurate _

switch-level simulation of user-specified patterns is carried out I
to obtain statistics of the glitching activity. Static gate-level :

|

|

_ .. . . . -net
timing analysis is also performed, and arrival and required times P

are computed for each node in the network. The information
on glitching and timing constraints is subsequently exploited _I_L
in the gate selection step. |
A fraction of the gates in the netlist is selected. We choose :
noncritical gates with high glitching and high fanout (the selec- I n-net
|
|

tion process is described in detail in Section 1V). The selected

gates are then replaced with functionally equivalErBates

with one additional control input. Whenever the control signal c

is low, the gate is not sensitive to input transitions. Glitches on __|

the output of the gate can thus be eliminated by first keeping the

control signal low at the beginning of the clock cycle until the

input signals of the gate have stabilized to their final value and

then by raising it and keeping it high until the end of the clocki9: 1. Basic transformation of a library cell

cycle. The cost of the generation of the control signals is amor-

tized byclusteringthe F-Gates Gates in a cluster share a single The discussion above implies that we do not guarantee to

control signal. The last step in the gate freezing procedure is tampletely filter out transitions on the gate output. One trivial

incremental modification of the layout. The selected gates amay to obtain a total filtering would be to mimic the structure of

replaced byF-Gates the drivers for the control signals are in-dynamic gates, and symmetrically insert a p-type transistor be-

stantiated, and the control signals are routed. fore the supply connection, in series with the p network; in this
A practical implementation of gate freezing, to be successfahlse, the gate terminal of this p transistor should be controlled

must satisfy two critical requirements. First, the overhead foy the other phase}, of the control inpu.

the generation of the control signals should be more than paidrhis solution would suppress any transition on the gate

off by the power saved with gate freezing. Second, the physi@altput, and solve the limitation of the single n-transistor

implementation of the circuit should be minimally modified bysolution. However, there are some considerations that make the

the transformation. Hence, we need low-overhead implemenitatroduction of the p transistor undesirable.

tions for F-GatesandC-Signalgeneration circuitry; moreover,  « The load on the signal’ is doubled for any gate such
we need effective algorithms for selecting target gates and for  sjgnal must drive.

 Gnd

grouping them into clusters that share a comri@egignal The « Both phases of signal’ are required.

next two sections are dedicated to the description of efficient « The area of the modified gate is Sensib|y |arger than in the
implementations foF-GatesandC-Signals The algorithms for case of the single n transistor; this is because, to guarantee
gate selection and clustering are described in Section IV. the proper output signal levels, the p transistor must be

larger than the n transistor.

A. F-Gates The single n-transistor solution is less intrusive with respect
Once a target cell in the tech-mapped circuit has been sethe size of the library cell and its speed; therefore, it is prefer-
lected, it is replaced by a modified library cell (tlfeGatg able to the complementary one. Nevertheless, the single n-tran-

whose output can be selectively “frozen” with the purpose afstor configuration will obviously be slightly larger and slower
reducing the amount of glitching. than the original cell.
The basic modification of a generic CMOS library cell is An additional signal integrity issue must be mentioned. Con-
shown in Fig. 1. It consists of the insertion of a n-type transistsider the situation where sign@lis zero and the configuration
in series with the n network. The gate input of this n-type tramt the gate’s inputs is such that the output is expected to be zero.
sistor is driven by theontrol inputC. Since there is no path to ground, the gate output is actually in a
The behavior of the modified gate is quite intuitive: When thifoating state. If, for some reason, sigidaktays low for a rela-
control inputC is high, the gate operates normally; on the otheively long time, the floating (high-impedance) value at the gate
hand, wherC' is low, the gate output is disconnected from theutput may deteriorate because of parasitic coupling or junction
ground and, therefore, it can never be discharged to the lotgakage current. When the nodal voltage reaches an intermediate
value 0. value between the power supply and ground, it could create a
In this configuration, the output of the gate is only partiallgonducting path from supply to ground in fanout gates, causing
“frozen”; in fact, only the one—zero transition is actually forstatic power consumption.
bidden, whereas the gate output can still exhibit the zero—oneDuring normal operation, the situation mentioned above does
transition. This may occur for any input configuration that isot occur, since signdl’ is guaranteed to be driven high for at
supposed to force a one on the output. In other terms, a Itwast a fraction of each clock cycle. However, in some archi-
control inputC will never allow a gate output that is at the logidectural schemes, where the clock is “controlled” by internal
value 1 to make a transition. signals (e.g., gated-clock configurations [13]), the clock may
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actually be shut down for a relatively long time. In these archi- ¢k A
tectures, the control input of tHe Gaterequires one extra con- |—

dition, that is,C must be one whenever the conditions for clock
gating are satisfied.

B. C-Signal Generation

As described at the beginning of this section, static timing
analysis is carried out on the initial mapped circuit in a prepro-
cessing phase. For each gatarrival time AT(g), required time
RT(g), and slackS(g) are available.

Once the nodes in the network have been ranked according | r l
to their suitability using the criteria described in Section IV-A, | T
we must restrict the choice for the replacement with a modified
cell only to gates that are not on the critical path (i.e., gat@g > Relation between signdl and the clock.
with nonnull slack). This is because, even though the modified

cells are only slightly slower than the standard ones, replacing aSignaIC can be derived by proper filtering of the clock signal
critical gate will cause the cycle time of the circuit to increase '

. . . " ¢k. As mentioned above, in the design of the circuit for the gen-
We now derive the timing and functional conditions that de- 9 g

fine the behavior of th irol sianél f didat i eration of the control signals, we limit ourselves to considering
ine the behavior of the contro sighal for a candicate gate the A’s, and use the slack of the control sigihal- A only as a
¢g. In the following, letZ” denote the clock period; the can-

: . : . ~ safety margin.
didate gate, and Ap) |t_s arrival time. Moreover, IetX. o We can derive the following relations between the clock
(1, -+, z,) denote the inputs of, and AT(z;), RT(z;),i =

g . . . A signal ck and the control signdl. If the time A is smaller
1, ..., n their corresponding arrival and required times.

We should ob first that all t ii . . tthan the fraction of the clock period with ck 1, C' can be
€ should observe first that all transiions 0CCUrming prior {0y, -ineq a5 = o/ + cka, where ck is the inverse of the

the arrival time are glitches, and can thus be suppressed. 5ok signal, and ck is the clock signal delayed by an amount

|mp|I|es thatc, lghehC(?(r;tr(zl 3'9”"?" (:Lth? mo_dTed giabtetthat W'tllof A. Conversely, ifA is greater than the fraction of the clock
replaceg, can be nheld at zero In the ime Interval DEWEEN e, ;4 \ith ck = 1, C is computed as® = ck' - cka. The

beginlning OftfhtiCk.)Ck ctycle alndthett)ir?ethat equalsthe latest above relations are shown by means of timing diagrams in
arrival time of the inputs of. In symbols Fig. 3(a) and (b), respectively.

Alg) = max AT (). L Generatingq re'quires a delgyed version, ckof the.clock '
i=1,---n signal. The trivial implementation of a delay element is a chain
of an even number of suitably sized inverters. This solution is
highly power and area demanding when the delay is much larger
than that of a single inverter. More efficient implementations
/ have thus been proposed [14], [15]. We adopted the one of [15]
a correct temﬁ oral behlav.|or. 0 d I d (see Fig. 4), whose power dissipation is approximately three
higmoggﬁlrg/ tatz(cc;ngg ;Ir%r;tter gffsa{:]to ti;?stuna:)rxl/cﬂ(teigal tc{:‘ngotimes that of a single inverter and the area is around four times
9): ' ! larger (when the delay is approximately 16 times that of a single

of its inputs will be noncritical as well. Therefore, all the mput?n erter).

chgov:! tgagﬁes((i).rgg izl?rg; t\(/)V 23;;3’ aetg)l;?é:g;z g;ﬂ? rxﬁi;‘s tha he C signals are distributed through a dedicated network
is the earliestequiredtime of all inputs ofg. In symbols (made of tapere_d buﬁ‘er_s an(_j delay elemen_ts)_that S.‘e.merO”? the

clock tree in a single point. Since the tap pointis a minimum-size

I'(g)= min RT(z;). buffer, the additional load on the clock tree is usually negligible.

n

At time A(g), gateg will have all of its inputs “ready” and will
be ready to propagate its final value; this implies that signal
should go high at time\(g) in order to allow gate to exhibit

= 27"

This provides a safety margin to the transition of the control IV. GATE SELECTION AND CLUSTERING

signal because we havedan't careregion betweem\(g) and The basic version of the gate freezing algorithm is shown in
I'(¢g) where we can decide whether to raise sigiiar not. Fig. 5. The procedure takes a placed and routed cifdyia li-

In summary, signal” should have a timing behavior as thédrary L, containing both ordinary cells and the corresponding
one depicted in Fig. 27 can be thought of as a delayed copy oF-Gates and the maximum numbe¥ of gates to be selected
the clock, yet with a different duty cycl®- = 1 — A(g)/T. for replacement withF-Gates Static timing analysis (Line 1)

In the picture, the shaded area shows the slack for the zero—and power estimation (Line 2) are first performed; then, candi-
transition onC'. With such signal, we can guarantee that all théate cells for replacement with-Gatesare selected (Line 3).
glitches before the latest arrival time of the gate’s inputs are firinally, each selected gagas replaced with the corresponding
tered out; the only spurious transition that can propagate througf@ate(Line 4), the timing for the control signal of such a gate
a gate is the zero—one transition mentioned in Section IlI-A. Tlg computed (Line 5), and the circuitry for generating it is in-
shaded area in the figure shows this glitch-free portion of a clostantiated (Line 6). We first analyze proced@electCan-

cycle. didates (Section IV-A), which returns the set of gates to be
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Fig. 3. Timing diagrams of control signal generation.

procedure ClusteredGateFreeze(M, L, N) {
1 (RT[],AT[]) = staticTimingAnalysis(M);
2 Power|] = PowerSimulation(M);
A 3 G = SelectCandidates(M, Power, AT, N);
4 (G,P) = Clustering(AT, G);
foreach (block G; of G) {
D¢, = GetEarliestA(AT, G,);
foreach (gate g in G,)
6 M = ReplaceGate(M, L, g}
7 Fg, = ComputeControlCirc(M, D¢, T);
8 M = AddControlCirc(M, G;, Fg,);

LBIG, Wnl, R1
LMIN, Wp3

CLK
] Out 5

q LMIN, Wn3

Fig. 4. Low-overhead implementation of a delay element.

Fig. 6. Clustered gate freezing algorithm.

procedure GateFreeze(M, L, N) {

2
3

'

1 (RT[], AT[]) = staticTimingAnalysis(M);

Power[] = PowerSimulation(M);
G = SelectCandidates (M, Power, AT, N);
foreach (gate g in G) {

M = ReplaceGate (M, L, g);

glitching-capacitance product, gc for brevity) and to select the
first N gates of the sorted list.

Glitching is measured by counting the number of transitions
at the output of each gate obtained by real delay simulation and

5 F, = ComputeControlCirc (M, AT(g), T); by subtracting from this amount the number of transitions ob-
6 M = AddControlCirc (M, g, Fy); tained through zero-delay simulation. The latter values must ei-

} ther be one or zero, depending on whether there is a transition
} or not. This difference represents the spurious transitions prop-
agating through a gate.

Nodes with slack smaller than the delay increase caused
by the replacement of a standard gate witr-gate cannot
replaced byF-Gates Then, we focus our attention on gate cluspe selected because replacing them FtBateswould slow
tering (Sections IV-B and C), a key step that is required to makiewn the circuit; consequently, node selection is applied only
gate freezing applicable in practice. to gates with nonzero slack (more precisely, slack larger than
the delay increase causedgatey. In addition, we observed
that picking new gates in the recursive fanout of already

The selection of the cells to be replaced wihGatesis chosen gates may be disadvantageous. In fact, the presence
mainly driven by the amount of glitching observed at thef an F-Gatein the fanin cone of a gate tends to reduce the
output of each cell. Additionally, we account for the capacitivglitching activity of the gate itself. This effect could be taken
load of the nodes. Therefore, our procedure for cell selectiaro account by performing power analysis after selecting each
is to sort the network nodes in decreasing order of glitchingpde; however, this could make the optimization slow in case
activity weighted by load capacitance (we call this metriof large circuits.

Fig. 5. Gate freezing algorithm.

A. Selection of the Target Cells
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{In-House Tool) (ALLIANCE)
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Fig. 7. Experimental environment.

TABLE |
EXPERIMENTAL RESULTS
Circ | PI | PO | Gates Original Optimized %] | Chust. | K | N
i GP | TP [ Area GP ‘ TP | Area GP ‘ TP E Area || Heur.
c432 37 6 312 0.34| 1.44| 829290 0.30| 1.38] 853339 -10.2 | -4.6 | +2.9 | Growth | 4 | 30
c499 411 32 637 1.331 4.09| 5643849 | 1.02| 3.86| 5818808 || -23.5 | -5.6 | +3.1 || Growth | 5 | 30
c880 60| 26 479 0.81] 2.92| 2130128 0.71| 2.76| 2153559 || -14.1 | -5.7 | +1.1 || Growth | 4 | 30
cl355 | 41| 32 755 2.82| 6.82| 2846062 | 2.66| 6.55| 2908675 -6.1 | -4.1|+2.2 || Growth | 6 |40
cl1908 | 33| 25 854 3.51 1 9.13| 4079104 || 3.17| 8.64| 4201477 -10.6 | -5.6 | +3.0 || Match | 6 | 40
c2670 | 233 | 139 | 1036 5.38| 12.58 | 5319860 | 4.28 | 11.30| 5355734 | -16.7 | -10.1 | +4.1 || Match | 8 | 50
c3540 | 50 | 22| 1587 || 13.11| 30.01 |13447900 | 9.90| 25.34 113703410 || -24.4 | -15.5 | +1.9 || Match | 5 | 70
ch5315 | 178 | 123 | 2959 || 23.29 | 50.85 |42937951 || 21.76 | 52.41 143925524 | -6.5 | +2.9 | +2.3 || Match | 10 | 80
c6288 | 32| 32| 4354 |/104.27|256.62 |69175176 || 90.05 |232.07 {71942183 || -13.7 | -9.6 | +3.8 || Match | 10 | 90
c7552 | 207 [ 108 | 3753 || 19.39| 40.52|60352334 || 16.98 | 36.96 [61921495 || -12.4 | -8.8 | +2.6 | Match | 9 | 80
alu2 10 6 457 0.89| 3.34| 1842912 0.73| 3.05| 1887141 -17.3 | -8.7 | +2.4 || Growth | 4 | 30
alud 14 8 1010 3.48 | 11.79| 6284460 | 2.60| 10.54| 6403864 || -25.2 | -10.6 | +1.9 || Growth | 8 | 50
dalu 75| 16 | 1492 5.02] 17.35[12093812 1 4.09| 17.06 |12601752 || -18.4 | -2.3 | +3.4 || Match | 9 | 70
frg2 | 143 | 139 | 1346 1.91 1 12.34| 9731865 1.80) 11.81 (10062748 || -5.7 | -4.3 | +3.3 | Growth | 9 | 70
t481 16 1] 1089 0.90 7.78| 7490340 | 0.86| 7.61| 7722540| -4.7| -2.2 | +4.2 | Match | 8 | 50

Avg. [-140] 63] +2.8]

We have adopted an enhanced selection procedure thattégs persist, we choose randomly. The process is stopped after
proximately takes into account previous selections. Initially, alV nodes have been selected.
nodes are marked with an integer label, which is set equal to )
zero. Then, the node with highest glitching-capacitance prod:t Clustering
is selected. If two or more nodes have the same gc value (within the algorithm of Fig. 5, one control signal for each selected
a 10% tolerance margin), we use the total capacitive load of thate needs to be generated. Although the number of gates re-
transitive fanout as a tie breaker. The gate with highest total gilaced is usually a small fraction of the cells that are present
pacitive load of the transitive fanout is chosen first. The labéi the circuit implementation (less than 5%), the generation of
of all the nodes in the transitive fanout of the selected nodedsontrol signal for eack-Gateis still quite impractical, since
then incremented. Node labels are used as tie breaker for ss@eh signal has generally a duty cycle value different from any
cessive selections. If two or more nodes have the same gc vadtiger, and there is then little chance of exploiting some sharing.
(with the usual 10% tolerance margin), we select the one withTo reduce both the area of the control circuitry implementa-
smallest label. If this rule is not sufficient to break all the tiegjon and the routing of the control signals, we need to limit the
the total capacitive load of the transitive fanout is used. If sonmeimber of such signals as much as possible. One way of doing
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Fig. 8. Response to a rising input transition.

this is toclusterthe F-Gatesaccording to the values of their ar-of the candidate gates is first built (Line 4) (the details on the

rival timesA'’s, as defined in (1). clustering procedure are described in Section IV-C). Procedure
The clustering problem can be stated as follows. Giveblustering returns a partitior® = (Py,---, Px) of the

a set of ¥V gatesG = (g1,---,¢n) and their arrival times A times and the corresponding partition of the selected gates

Ay, A, find a partition? = (P,---,Py) oftheA’s G = (Gy,---,Gx). Then, the algorithm iterates over tiie

such that the partition is balanced, the variance ofAhttmes blocks ofG, and derives, for each clust&t, the values oD,

within each blockF; of the partition is minimized, and the as defined by (2) (Line 5). Each gatec G; is then replaced by

number of blockgK is small. the corresponding-Gate(Line 6). After all the gates if7; have
The partition” on the arrival times induces a partition on théeen replaced, the circuitry for generating the shared control
set of selected gat&s = (G, -+, Gx). signal is determined (Line 7) and incrementally added to the

The requirement of the minimum variance is related to th@rcuit layout (Line 8).
error that this approximation introduces. In fact, all the gates ) o
belonging to the same bloek; will be fed by the same control C- Clustering Heuristics
signal, whose delay, with respect to the clock, is determined byThe clustering problem, as stated in Section IV-B, is too gen-
the earliest of their times. More formally, the delay;, for  eral. In fact, the optimal solution may require a number of clus-

all the control signals of the gates# is given by ters, K, which may be too large. For particular distributions of
_ the A values, the optimal solution can degenerate into the case
Dg, = min A(g) (2)  of K = N clusters of size 1. Therefore, we actually solve a con-
strained problem, wher& is upper bounded by a user-specified
whereA(g) is defined as in (1). value.

The approximation introduced by clustering some of the con- We have implemented two heuristics that solve the clustering
trol signals together arises from the fact that all the gatas problem whenK is upper bounded by a user-specified value.
G; havingA(g) larger than theD¢;, will allow the propagation Experiments have shown that the first one, based on clusters
of the glitches occurring in the time interveh(gmin), A(g)], growth, works better on clusters of small cardinality (and
whereg,.i, is the gate inG; that determines the bound of (2). thus on small circuits), while the second heuristics, based on

Fig. 6 shows the pseudocode of the clustering-based gatatching, best performs on mid- to large-sized clusters (and
freezing algorithm. thus on mid to large circuits).

The flow of this algorithm is similar to that of Fig. 5. The In both cases, the cost functien,, we have used to drive
main difference stands in Lines 4-8, where a proper partititine clustering procedure is the average cluster variance (i.e.,
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Fig. 9. Response to a falling input transition.

the averageA of the gates inG;), whose formal definition to a cluster. For a generic unassigned node n, we define its close-
is the following [we assume to have a total &f clusters, nessc, ; to a clusterG; as follows (i are the nodes i;):
(G17 "'7Gi7' "7GK)]:

3. o Cnyi = Z A(G) — An)|.
Tavg = K JCG;

where Notice that, in our implementation, th€ clusters are built

sequentially one at a time. The procedure terminates when all
Daca, (Ag) = Auvg)? the nodes have been assigned and may leave the last cluster with
0 = |G| less nodes than the value of the bound.

This algorithm has & (') complexity, but it generally pro-

is the variance of thé\ values in clustefs;. duces suboptimal results, especially when the distribution of the

Obviously, lower values of . identify better solutions. values increases, since the affinity measure of a node is com-
1) Cluster Growth Heuristics:The first clustering heuris- puted only with respect to nodes already assigned to the clus-
tics, that we caltluster growth is based on a greedy algorithmters. Better solutions, yet with an increased complexity, can be
that starts with a nonpartitioned set of nodes, and places thehtained by either evaluating the affinity measure of a node also
into a given number of clusters according to some affinity mewth respect to not yet assigned nodes, or by collapsing clustered
sure. nodes into a supernode and considering the supernodes as single
The algorithm consists of two phases: The first step is the s#hjects in the next clustering stepsdrarchical clustering).
lection of theseednodes for each cluster, that is, the nodes that 2) Matching Heuristics: The second heuristics we introduce
are placed first in each cluster. Seed selection affects the quatigploits existing graph algorithms to solve the node clustering
of the final solution, and several heuristic choices are possibgoblem.
In our implementation, we select as seed the node haviig a Given the set of candidate nodes in the circuit
value closest to the averageof the nodes still to be assigned.G = (g1, --,gn), and the set of their corresponding ar-
Intuitively, this choice selects the node that attracts nodes torit/al timesA = (Aq,---, Ay), we build a complete weighted
self with a minimum error. The second step is the assignmentgriphS = (V, E, W), whereV = G is the set of vertices,
the nodes to clusters, which is carried out by selecting the nodés= {¢;;} is the set of edges, and = {w;;} is the set of
with minimum A “distance” from the nodes already belongingdge weights, defined as;; = |A; — Aj].
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Fig. 10. Response to some input glitches.

The edge weights represent the skew in the values &r sorting step does not increase the complexity of the algorithm,
each gate pair. Intuitively, we want to grow clusters with thsince theO(N?) cost of the matching still dominates.
smallest overall variance &f. An interesting result from graph
theory [16] shows that this process can be accomplished by it- V. EXPERIMENTAL RESULTS

eratively clusteringpairs of nodes. We have implemented the clustered gate freezing procedure

The clustering problem for a bound size of two is equivalefsing SIS [19] as gate-level front—end. The experimental envi-
to amaximum weighted matchifigj7]. In [16], itis shown thatit ronment we employed is depicted in Fig. 7.
is possible to solve, with bounded error, the clustering problemThe initial circuits were optimized usingcript.delay ,
for a generic cluster size limiB, as follows. and mapped usingap-n1-AFG onto a gate library consisting

. . . . of two- and three-input Nand and Nor gates and Inv and Buf
» Find a maximum weighted matching on the graph. . . - s
. ) Lo ates with three different driving capabilities. Placement and
 Pick B/2 edges at a time from the matching (in anyordera : fthe tech- d circuits ont & static CMOS
to form a cluster of sizé3. outmg otthe tech-mapped circurts onto a QB static

) ) ) ) _ physical-level library was done using Alliance [20]. Gate- and

Adapting this algorithm to our clustering problem requiregyitch-level netlists were extracted from the layout using an
some minor modifications. First, given that the edge weigh{§.house tool: such netlists were used for gate-level timing
represent a differential quantity, we must replace the maximtgﬂawsis (using SIS) and for switch-level power simulation
Weighte_d matchi_ng with aninimumW(_eighted matching. The_ using Irsim [21]). After applying clustered gate freezing,
underlying algorithm we have used is the one of [18], Wh'cgﬁe layouts were incrementally modified using Alliance, and
has a complexity 0O(N?). the power dissipated by the optimized circuits was estimated

Second, in our case, the order of edge selection from thesing Irsim) on the switch-level netlists extracted from the
matching is not irrelevant. In fact, once we have identified paifal layouts. Timing verification was also performed using SIS
with smallest difference ik, we must group matched pairs thabn the gate-level netlist derived from the final layout.
have closebsoluteA values. The circuits we considered for the experiments are the

To achieve such selective clustering, we simply need to ststas’85 benchmarks [4]; results for some of the largest
the edges in the matching in increasing (or decreasing) ordécnc’91 multilevel networks are also reported [5].
of theiraverageA and sequentially pick pairs according to the Table | summarizes the data. In particular, colurfhsPO,
resulting order. The\,,, of a node pair is simply defined as theand Gatesreport the structural characteristics of the examples.
average of the\’s of the corresponding nodes. This additionaColumnsGP, TP, andAreagive the glitch power (in milliwatts),
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Fig. 11. Response of an inverter on the output offfHdand

the total power (in milliwatts), and the layout area i) be- In this section, we carry out a detailed experimental investi-
fore (columnsOriginal) and after (column®ptimized opti- gation of the characteristics 6FGates More specifically, we
mization. Columng% give the percentages of power and arehave designed and generated the layout of sBr@ates and
variation. The three right-most columns indicate the clusteringe have studied how the behavior of such cells differs from that
heuristics, the number of clustdik’), and the number of frozen of the corresponding cells of a standard CMOS library. In the
gates(V) that have been chosen for each experiment. following, we present the results referred to a two-input Nand
Results are promising. In fact, an average glitch power rgate.
duction of 14.0%, yielding in an average reduction of the total The F-Gateshave been generated using the layout editor
power of 6.3% has been achieved at the cost of a negligible aeyailable in Alliance, and the simulation results have been
increase (2.8% on average). Obviously, the speed of the circuitdlected through Spice-3f4 [23].
has not changed, since only noncritical gates have been replace@ur target during the realization of the two-ingtsiNandcell
with F-Gates was to guarantee, when the gate operates normally, an increase
Clearly, gate freezing exclusively targets glitch power redua the worst case delay below 20% of the value of the corre-
tion. Therefore, the quality of the results would only be margirsponding CMOS gate. This has been obtained by enlarging the
ally affected by gate-level optimization techniques (e.g., POSize of the n transistors by approximately a factor of 1.5 with
[22]) that minimize zero-delay power. respect to the standard CMOS cell. The total gate area of the
F-Nandamounts td 2602, against an area 6662 of the tra-
ditional CMOS implementation. The area increase is thus rele-
VI. | MPLEMENTATION OE F-GATES vant. Notice, however, that such increase is mainly due to the

accommodation of the control input at the boundaries of the
The savings in glitch power we have presented in SectionR/Gate rather than to the insertion of the additional pull-down

are promising, and they have been measured through swittriansistor or to the upsizing of the existing n transistors. The in-
level simulation of the transistor netlist extracted from the finarease in active area is in fact limited, and all confined into the
circuit layout. However, in the experiments it was optimistically network (from208A2 to 440)?).

assumed that-Gatescan be implemented with marginal per- Figs. 8 and 9 present the output response of a traditional
formance degradation with respect to standard CMOS gatesAROS gate and that of tHe-Nand(in normal operation mode)

a realistic design environment, this assumption should be vai-a rising and a falling transition, respectively, occurring on
idated by an accurate analysis of the impact th&@atesmay the slowest of the inputs. From the diagrams it can be easily
have on the circuit performance and reliability. observed how th&-Gateis more penalized, in terms of delay,
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when the one—zero transition occurs on the output (from 239[4]
to 287 ps) than in the opposite situation (from 285 to 300 ps).
This was expected because the path that connects the output
ground (chain of n transistors) is longer than the one which goes
from the output to thé’y, (p network). 6]

We now consider the situation in which tBeSignalis active.

In the ideal case, any one—zero transition would be prohibited
on the output of th&-Gate Unfortunately, in reality, when the  [7]
gate is frozen and the pull-up transistors are off, the output node
is floating (i.e., it is in the high-impedance state); therefore, it [g]
is prone to capacitive coupling that may generate some small
“bumps” under or over the logic 0 or 1 values. This undesirable
behavior is illustrated in Fig. 10, where the response of the two-[9]
input F-Nandto a series of glitches occurring on the slowest
input is plotted. Obviously, the larger the load fhé&atemust
drive, the smaller the bumps.

Fortunately, the bumps appearing at the output oFidand

. [11]
are not strong enough to propagate through gates in the cell's
fanout. In other words, the nominal voltage levels are restored
as soon as the output signal of tReGatetravels through the 12
loading gates. This situation is experimentally shown in the dia~
gram of Fig. 11, where the response of an inverter placed at the
output of theF-Nandis plotted. [13]

We have designed and simulated approximately-ZBates
implementing different functions, having an increasing numbef14]
of inputs and different driving strengths. We have observed that
Nor-like gates usually behave better than Nand-like cells, ;5
terms of both output response in normal conditions and pres-
ence of over/under voltage levels in response to glitches Whe[r116]
the C-Signalis active. This is due to the fact that the chain of
n transistors is shorter for this kind of gate than for Nand-like[17]
cells.

In conclusion, we can state tHatGatescan be used in prac- [18]
tice as glitch filtering devices. In fact, delay increase can be kept
under control by properly resizing the transistors of the n netl19]
and the area overhead, although noticeable, does not hamper the
applicability of the method because only a féaGates(less
than 5% of the total) are inserted in the layout for optimization(20]
purposes.

(20]

[21]
VII. CONCLUSION

We have proposed a technique for glitch power minimizatiort >
in CMOS circuits. The method consists of replacing some high-
glitching gates with devices that are able to filter out spurioug?3l
transitions whenever a proper control signal is activated. The
technique has the distinctive feature of being applicable after
layout, since it performm-placeoptimization on the placed and
routed description, and it only requires incremental rewiring.
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