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Gate-Level Power and Current Simulation of
CMOS Integrated Circuits

Alessandro Bogliolo, Luca Benini, Giovanni De Michefiellow, IEEE,and Bruno Rico

Abstract—in this paper, we present a new gate-level approach  Gate-level power/current estimation is critical during two
to power and current simulation. We propose a symbolic model distinct phases of the design process: optimization and valida-
of complementary metal—oxide-semiconductor (CMOS) gates 10 5y ‘\When optimizing for power, several transformations are
capture the dependence of power consumption and current flows lied S d ) dissipati S di
on input patterns and fan-in/fan-out conditions. Library elements apphe _to a C!rcu't to reduce its poyver_ Issipation. pee. 1S
are characterized once for all and their models are used dur- the main requirement for power estimation performed during
ing event-driven logic simulation to provide power information optimization. Absolute accuracy is of secondary importance,
and construct time-domain current waveforms. We provide both  and the focus is on relative accuradyattern independent
global and local patter-dependent estimates of power CONSUMP- o chniques are well-suited for this kind of power estimation
tion and current peaks (with accuracy of 6 and 10% from . . . N
SPICE, respectively), while keeping performance comparable These techniques provide an estimate of the average switching
with traditional gate-level simulation with unit delay. We use activity without actually simulating the circuit with a large
VERILOG-XL as simulation engine to grant compatibility with  number of test patterns (see [2] for an overview). Pattern
design tools based on Verilog HDL. A Web-based user interface jndependent techniques for supply current estimation have also
allows our simulator (PPP) to be accessed through the Internet been proposed [9], [10]
using a standard web browser. prop . Lo .

In contrast, during the validation phase, the designer wants
to know the absolute power dissipation of the final imple-
mentation with the maximum achievable accuracy. Pattern
independent estimators have limited accuracy, mainly because
I. INTRODUCTION they are based on a simplified model that does not consider

OWER consumption and current flows have reCentR/_h_enomena su_ch as noninstantaneous and s_puriou; signal tran-
Pbecome critical metrics for design evaluation. A |arg§|t|0ns, short-qrcmt currents. and charge redistribution among
number of power estimation techniques has been propoddgrmal capacitances of logic gates, that may have a sizable
[1]-[4] based on models at different levels of abstractioH,“paCt on the total power dlS_Slpatlor_L Although speed is still
ranging from electrical level to architectural level [5][g]/MPortant, accuracy is the main requirement for power/current
Electrical-level simulators produce the most accurate resuf€limation during this phase. This work focuses on the accurate
(providing also detailed information on time-domain currerStimation required during design validation. .
waveforms), but are often very demanding in terms of compu-'” the recent past, advanced logic simulation techniques
tational resources. Moreover, the large number of simulatioff§ Power estimation have been proposed [11]-[13]. In these
needed to reach a significant estimate of average pov@@[proache_s, I_ookup tables are obtained by electrical simulation
dissipation further restricts the class of circuits that can [% the basic library elements, and the collected data are then
analyzed with electrical simulators in a reasonable time. used during gate-level simulation. Although these techniques

At a higher level of abstraction, logic-level simulatordeported promising results, they have three main limitations.
handle very large blocks, often enabling full-chip simulatiorfrirst, they do not assume any model for the internal structure
Furthermore, for digital applications the behavior of the systef the basic building blocksgéteg. Second, they do not deal
itself is often described at the logic level. This makes th&ith multiple input transitions that are not perfectly aligned in
interface between high-level behavioral specification and lodighe (with misalignments smaller than the propagation delay
simulation of the implementation completely straightforward®f the gate). Third, they do not provide any information about
Consequently, gate-level simulation is usually the core 8HPPly currents and instantaneous power consumption, that
the debugging and validation strategy for complementafjay impair circuit reliability because of voltage drops and
metal-oxide—semiconductor (CMOS) digital designs. electromigration.

Existing current simulators are all essentially based on
the following observation: the current drawn by a complex
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transition occurs at its inputs [14]-[20]. These techniquemtes is presented in Sections Ill, IV and V. Starting from
provide good approximations of the current behavior of gatdse physical understanding of the most relevant phenomena,
with single input transitions, but they lose accuracy wheme construct consistent pattern-dependent models for supply
dealing with internal charge redistributions, signal glitches amahergy, current pulses and propagation delays. In Section VI
(misaligned) multiple transitions. Moreovegate-collapsing we discuss how to deal with misaligned multiple transitions. In
techniques are usually not compatible with logic-level desiggection VII we present an efficient algorithm for the compo-
tools. More accurate estimates of supply currents and voltagjgon of current pulses in the context of event-driven logic
drops are provided by commercial tools for power analys@mulation. Implementation details and experimental results
and simulation working at transistor level [21]. are reported in Section VIII. Section IX concludes the work.
In this paper we propose a new approach to gate-level
average and instantaneous power simulation that exploits
a symbolic model of CMOS gates (based on the physical
understanding of the main power dissipating phenomena)
to overcome the above-mentioned limitations while keeping Traditional gate-level power estimation is based on the
computational efficiency competitive with traditional gatesimplifying assumption that the supply current required by
level simulators. We use a BDD-based approach to trageCMOS circuit is essentially spent in charging load capaci-
the charge status of internal and load capacitances duriagces at the outputs of the switching gates. Because of this
event-driven logic simulation. Mixed Boolean and regressicassumption, the inner structure of the gates is neglected and
models capture the dependence of power consumption on infh# average power consumption is evaluated simply by looking
patterns and fan-in/fan-out conditions. Similar models are usatithe switching activity (toggle count) and the capacitive load
to compute state-dependent propagation delays. Triangusarthe gate outputs.
pulse approximations are used to represent the time-domain this way, however, the actual power consumption can
behavior of the current drawn by a CMOS gate correspondibhg heavily underestimated since several second-order effects
to each input event. Vertices of the triangles are computéglich as short-circuit currents, charging and discharging of
at runtime to make current waveforms consistent with theternal capacitances and charge sharing) that may have a
corresponding power and delay estimates. An algorithm is alsigable impact on the global power, cannot be captured.
proposed to model the effect of signal glitches and misalignedExample 1:In this and in the following examples we
input transitions. consider a specific CMOS implementation of a three-input
We restrict our scope to CMOS circuits mapped on @R gate. A transistor-level representation is shown in Fig. 1
predefined cell library and we follow the two-step paradigrwhere, for the sake of simplicity, parasitics are represented as
of library characterization and event-driven logic simulatiorconstant capacitors connected to a comrsimk node (more
Library elements are characterized once for all, and thégfined models will be introduced in the next section). Starting
models are used during logic simulation to provide powdfom input configurationx = 100, consider a transition of
information with small computational overhead. Time-domaimput signalz; from 1 to 0 (boldfacing is hereafter used to
current waveforms are also constructed by means of currgienote Boolean vectorg: = [r;x223]). The only effect of this
pulse composition. Our model is flexible and can be used t@nsition that can be captured at logic level is the discharging
accurately estimate power dissipation and current flows fof Cr, that does not cause any current from power supply.
gates in a large range of load and input conditions. As a resifigwever, a sizable power is actually drawn by the gate due to
our method is accurate also for single gaecdl) estimate, the charging of internal capacitances, (C>, and C3) and to
allowing the individuation of critical gates (subcircuits). the presence of transient conductive paths from power-supply
We implemented our algorithms in C, using Verilog-XL ago ground. In particular, for an input transition time of 0.1 ns
simulation platform, therefore maintaining full compatibilityand a clock period of 20 ns, power consumption is of 0.22
with design environments based on Verilog HDL. For our te§tW (that is of the same order of power required by a rising
library the accuracy on local power estimation is within 69gansition of the output node, even with an additional load of
from Spice under a wide range of fan-in and fan-out cond®0 fF).
tions, while the accuracy on the average power dissipation forMoreover, spurious transitions (glitches) that may represent
large benchmarks is even higher. Peak currents are provided 20% of the switching activity [23], cannot be accurately
with an average absolute error of 10%. The speed penalty witgcounted for, due to the use of simplified cell delay models.
respect to unit-delay Verilog simulation is within a factor of Example 2: Using a zero-delay logic model, changing the
eight, while the speedup with respect to fast Spice simulatigputs of the OR gate of Fig. 1 from = 100 to x = 010
ranges from two to three orders of magnitude. does not cause any effect. However, a misalignment between
Our simulator has been integrated in PPP [22], a web-badBg falling and rising edges of input signats and z» (i.e.,
EDA environment for synthesis and simulation of low-powet2 rising 0.4 ns afterr; has fallen), gives rise to a power
CMOS circuits. The graphical interface of PPP is a net éonsumption of 0.08 mW because of two phenomena (see
interactive HTML pages that can be accessed through thig. 1):
Internet using traditional Web browsers. i) a double, spurious transition (glitch) at the output node,
In the next section we discuss the main issues involved in  causing the charging/discharging of batlh andC5 and
gate-level power simulation. Our symbolic model of CMOS i) short-circuit currents through both the CMOS stages.

Il. GATE-LEVEL POWER SIMULATION : PREVIOUS WORK
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of electrical simulations and the size of the lookup tables. The
subsequent discretization ultimately impairs the accuracy of
the power estimate. On the other hand, it is difficult to find an
algebraic formula that fits accurately the results of electrical
simulation.

The power consumption of a CMOS cell depends also on
the charge status of its internal capacitances, that is usually
neglected in the context of gate-level simulation, giving rise
to further approximations.

Example 3: With respect to Fig. 1, consider a transition
from x = 101 to x = 001. The actual energy drawn by
the OR gate corresponding to this input transition depends on
the charge status of its internal capacitances. In particular, no
supply energy is required if bot; andC, have already been
charged at/;,; by a previously applied input vector = 001,
while otherwise 0.44 pJ (corresponding to 2%/ with a 20
ns cycle-time) are dissipated. Hence, internal voltages should

() also be taken into account in order to obtain accurate power
%itimates.

Recently, more refined methods have been proposed that
partially exploit the knowledge of the power consuming phe-
nomena inside the cells. In [13], it is observed that the power

issipated by a cell is characterized by two radically different

ehaviors depending on the ratio between the slopes of input

nd output transitions. If the ratio is larger than one, short-
circuit current becomes important, while if it is smaller this
contribution is less relevant. Based on this observation, a
model is proposed in which two different fitting formulae are
A. Cell-Based Approaches used depending on the above mentioned ratio. The accuracy

Cell-based power estimation [11], [24], [25], [26], [27], [28]in this approach is limited by the simple analytic model and
improves upon simple logic-level estimation and consists by the lack of information on the internal state of the cells.
cell characterization and logic simulation. The characterizationIn [12] a finite-state machine model for the cell is proposed,
phase entails a set of electrical simulations of each librarp which the internal charge status of the gate is modeled and
cell for all possible input transitions and for a wide range dhe power dissipated during input transitions is represented
fan-in and fan-out conditions. Timing and power informatioly weights associated with the state transitions of the FSM.
obtained in this way is used to construct lookup tables for tiidowever, the power dissipated during a transition depends
basic library elements. not only on the initial and final charge status, but also on

Logic simulation is then performed by a back-annotatdtie capacitive load and on the slope of input and output
event-driven simulator, that can be either tightly or loosellyansitions. This dependency is not explicity modeled, thus
coupled with the cell models. In the first case [11], [24]equiring the use of (large) lookup tables associated with
[25], whenever a transition occurs at the input of a gate tleach transition. Input misalignments and parasitic phenomena
corresponding look-up table is addressed to provide powausing intermediate voltage levels (such as signal glitches and
information. In the second case [26], [27], [28], toggle ratezharge sharing) are not accurately modeled.
and signal switching activities are collected during simulation Independently of the accuracy, pattern-dependent power
and used as input data for off-line power estimation. Notiagstimates do not provide any information about instantaneous
that during simulation the gate is always seen as a blagiewer consumption and current flows, that are primary design
box, no information about its internal structure and status ¢g@ncerns when dealing with reliability constraints.
exploited. Example 4: A comparison between power consumption and

In principle, as long as the lookup tables have entries carrent peaks is reported in Fig. 2 for the benchmark circuit
responding to the actual fan-in/fan-out conditions of each gaf&552. Points on the graph correspond to different input
of the circuit, back-annotated gate-level simulation reach&ransitions. Notice that there is no linear relation between the
the accuracy of electrical simulation. However, power cotwo measures. Moreover, they take maximum values corre-
sumption and propagation delay of library cells cannot sponding to completely different input transitions. Hence, cur-
precharacterized for all possible transitions and for all possibient peaks cannot be obtained from pattern-dependent power
values of parameters they depend on (input slopes and skesgimate provided by traditional power simulators.
output loads). In practice, electrical simulations are performedIn the next sections, we address the above mentioned issues
only for single input transitions and for a given set of typicah order to find a better tradeoff between efficiency and accu-
values of the I/O parameters, thus reducing both the numlsacy. In particular, we construct an accurate symbolic model

Fig. 1. CMOS realization of a three-input OR gate. Parasitics are modeled
means of four constant capacitors to grou6d: = C» = 11 fF, C3 = 157
fF, and C;, = 136 fF.

The above mentioned limitations can be overcome by t
ing advantage, during gate-level simulation, of previous
collected information about the basic building blocks of th
circuit.
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Fig. 3. Schematic representation of a three-input OR gate. Constant capac-
itors connected to power and ground routes are used to model parasitic and
‘ ‘ load capacitances. In particulaf;} and C{represent the sum of intrinsic
0'120_10 0.15 0.20 ) 0.5 LT output capacitances and external loads.The current flows caused by a falling
Overall Power (W) transition of input signak; are also represented.

Fig. 2. Peak current versus overall power consumption of benchmark circuit
C7552 for 50 different input transitions. Data are obtained by electrical-level 4¢3 .

simulation.
- C=50fF
) ) 86-04 - ~-=— C=J]00fF
of CMOS cells that provides consistent pattern-dependent —— C=200fF
estimates of supply energies, current profiles and propagation
delays. g 6e-04 |
g
[ll. M ODELING THE SUPPLY ENERGY g 4604 |
O
A. The Gate Model
When evaluating the average power consumption of a 2e-04 1 \ |
CMOS gate, parasitic capacitors can be assumed to be con- J \\\\
nected to a common node with a constant voltage level gg,00 e S
(usually, the ground), that acts as a sink (see Fig. 1). The 0 L 2 3 4 5
overall energy drawn from power supply in a whole charg- Time (ns)
ing/discharging cycle does not depend on which node the GV
capacitors are lumped to. This affects, however, the time- , ..
domain current profile. =02

In order to find a consistent model for pattern-dependent
power consumption and time-domain current waveforms, we 8e-04
represent parasitic and load capacitors connected either to
power or to ground routes, according to the bulk connection.
of the corresponding devices. As shown in Fig. 3, we denotg
by Cf and Cj’ capacitances from nodg¢ to the power and §
ground routes, respectively. In the following, we also G%e O 4e04
to denote the overall parasitic capacitance connected to node
J: C; = C¥+Cy. Capacitance values are assumed to be
constant.

Example 5: Consider the three-input OR gate of Fig. 3. An
input transition fromx = 100 to x = 000 has three main 0e+00 .
effects: i) discharging the parasitic capacitances connected to 0 1 .2 3 4
power supply ¢7, C% and C%) and the output capacitance Time (ns)
connected to groundCy), ii) charging capacitance§¥ and (b)

C?, and iii) activating temporary conductive paths betweefig. 4. Sufpply current drawrllj bﬁ/ the OR gate of zi?. 3dc]icfuring theI falIingf)
the supply and ground routes. Looking at Fig. 3 we can Sé@psition 0 inputx1. Current be 'aviors are reported for | erent values o
howevFe)E, };hat digcharging phenomenagdo notgcontribute to ttﬂ% load capacitanckC' = C1 + € ) and the input falling time+().

actual current, since they give rise to pairs of compensating

currents ideally flowing through the same power route. Fowerall supply current drawn by the OR gate corresponding
instance, the current fro% to V,, is equal to the current to the falling transition ofz; is shown in Fig. 4 for different
flowing from Vy to C% through the pull-up network. The load capacitances and input slopes.

6e-04

2e-04
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The supply currenf(¢) drawn by a CMOS cell correspond-AV; has been used to represeﬁf - Vj If ¢§ = 100
ing to an input transition (namely, from’ to x/) can always fF, C? = 60 fF and V;y — V., = 5 V, the effective charge

be viewed as consisting of two contributions: variation is of 800 fC.
+ achargingcurrentI,(t), that increases the total charge of It is worth noting thatE. doesnot depend on the I/O
internal and load capacitors and parameters, and its computation ultimately requires only the
+ a wastedcurrent I,(t) that does not affect the chargeknowledge of the charge status (or voltage level) at each node
status of the cell. of the cell. The wasted enerdy¥,, = £ — E.), on the other
The energy drawn by the cell during the whole transitiof@nd, doesiot depend on the internal charge status, and can
can accordingly be partitioned into two contributions: be expressed as a funct_lon of the 1/0 parameters. y\_llthout_loss
of accuracy, the modeling task can then be partitioned into
t! two easier subtasks: modelirfg. and modelingE.,,.
E, = /  (Vaa = Va)Lu(t) dt
tztf B. The Charging EnergyE.)
E, = / (Vaa = Vis) Lo (t) dt. We denote by\ the ordered set of cell nodes, including
t?

primary outputs. In order to computg., we need to know
Apexesi and f are hereafter used to denote the beginning aitfde voltage level at each node at the beginning and at the end
the end of a given transition, respectively. of any transition. Moreover, we need to dynamically determine
In general, it is hard to distinguish between the two portiorige set §) of nodes connected to power supply. To solve these
of supply current {. and I,,). Nevertheless, we can easilyProblems, we keep track of the Boolean conditions enabling
evaluateE, by looking at the charge status of the cell. In facthe connection of each node 14;, to V44 and to each other

sincel = %, E, can be expressed as node in the cell.
These conditions make upcannection matrixA1(x), with

N rows andN + 2 columns. The square submatrix consists of
E. = (Vaa - Vss)/z_ I(t)dt = (Vaa — Vss)AQe. (1) the first N columns represents the connectivity among the
' internal ad output cell nodes: entmy; ;(x) is a Boolean
AQ. is the total charge provided by the power source finction of the cell inputs, taking value 1 for those input
internal and load capacitors, and can be computed using dmnfigurations for which a conductive path exists between

tf

following equation: nodesi andj. ColumnsN 41 andV +2 are used to represent
the connectivity of each node to power supfly and ground
AQe=> Agi— Y A¢ (2) (g), respectively.
j€s jesr Example 7: For the OR gate of Fig. 3, the elements of

the first row of the connection matrix aren; (x) = 1,
. : . my2(X) =z, my 3(X) = w523, mya(X) = 0, my p(X) = 27,
» S is the set of nodes with a conductive pathifg; for andm; ,(x) = z1(z2 +3). The output node is denoted by 4.

where

input vectorx/; . _ The efficient handling of the connection matrix is obtained
* SPis the set of nodes with a capacitor ¥Qy; by using reduced ordered binary decision diagrams (BDD's)
* Ag; is the total charge variation at noge to represent Boolean functions [29]. To this purpose notice
Ag; = (Cf + ng)(vjf - Vf); that the square sub-matrix consisting of the fiétcolumns
* Ag} is the charge variation of?: of M(x) is symmetrical, and the BDD-based representation
Ag; = Cf(vjf - Vj). provides a consistent amount of sharing among its entries. It is

SetsS andS? are not necessarily disjoint. Nodes belonging talso worth noting that\(x) is constructed only once for all,

SN &P are associated with parasitic capacitances connectedting the cell characterization phase. At run-time, for each

Ve and discharged by input vectaf . As stated in Example 5, input patternx the connection status is then obtained from

discharging phenomena don’t contribute to the overall curredt!(x) in linear time, by simple BDD evaluations.

nor to AQ., since they give rise to two Compensating supp|y During logic simulation, the connection matrix is used both

currents. to computeF. and to update the charge status. In particular,

Example 6: Consider the example situation of Fig. 3. Allthe total charge provided by power supply to the internal and

nodes have a constant capacitodtg: S? = {1,2,3,4}. For load capacitors can be easily evaluated using the coluni of

input vectorx/ = 000, the set of nodes with a conductiveassociated witf4. For a generic cell withV nodes (including

path to V, is S = {1,2,3}. Since there are no capacitordrimary output nodes), (2) can be rewritten as

from nodes 1 and 2 to ground, we assufig = C§ = 0. N

Equation (2) becomes AQ. = ijjp(xf)cjm/j - Z CPAV;. (3)

AQe = CTAVL + AV, + (Cg " Cg)AV?’ Example 8 V\J/;; respect to Fig. 1 Jt:PBoolean conditions
X T Wi ig. 1, iti

_QC{)AVl _I)CgAVQ — C§AVs = C{AV, enabling the connection of each node of the OR gate to power

= C3AV3 = CLAV, supply are:my p(x) = 2, mop(x) = ziah, map(x) =

= (C§ +C%) % (Vag — Vis) zhahal, myp(X) = a1 + 22 + x3. All nodes have also
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capacitances t&,,. For instance, the charge provided %y, g ;
when the cell inputs switch ta/ = 011 is expressed by: R o '

AQ. = CLAV) + C4AV, — CPAV, — CEAV,
— CEAVs — CPAV,
= CYAV, — CEAV, — CEAV; + CYAV,.

LATCH2

CLK

If the initial vector isx" = 111, the transition tox/ = 011 Fig. 5. Static implementation of an edge-trigger@dregister consisting of
does not change the steady state voltage at nodes 2, 3, an@ldlevel sensitive latches.
Hence,AQ. = CYAV;.

Equation (3) requires the complete knowledge of node
voltages at the beginning and at the end of the transition. CLK
Node voltages are updated by exploiting the whole connection
matrix

Vif = mi,p(xf)vdd + mi,g(xf)vss D
Z?:o my,j (xf)Cj Vj
~
> im0 M (x7)C;

Wheremi7ﬂ0at(xf) takes value 1 whenever nodg is float-
INg: M floas = mgypm’ijg. In practice,m; ,(x), m; 4(x) and
miyﬂoat(xf ) are mutually exclusive conditions:

« if i is connected to power supplyn;, = 1), the new In the first case, no change is required. Our gate model is

+ M4 foat (Xf)

(4)

Fig. 6. Dynamic CMOS implementation of an edge-triggefedegister.

value of V; is Vg directly applied to each component, while feedback signals
« if i is connected to groun@n; , = 1), the new value are explicitly handled by the event scheduling mechanism
of V; is Vis; 7 provided by the simulation platform (needless to say, the initial

« if ¢ is floating (m; goae = 1), the new value ofy; is State of the sequential elements has to be specified in order to
computed by taking into account the charge sharing wiftain significant simulation resulits).
other nodes. In the second case, the entire latches need to be modeled as
Example 9: Consider a transition ta’ = 101 at the inputs basic building blocks. We refer to the negative level-sensitive
to the OR gate of Fig. 1. At the end of the transition, node Ii‘tCh of Fig. 5 (namely, LATCHD with input® and QLK
is floating and connected only to 2. So, the new valud/of and outputz;. Because of the internal feedback, neither the

is given by the charge sharing between nodes 1 and 2: functionality nor the Cor_mect|v!ty of the ceII_ (i.e., the values
of the connection matrix entries) can be inferred from the

Vi CL Vi + Co Vi bare knowledge of the current input pattern. Nevertheless,
Lo +0, we want to express the connection matrix asoabinational

. L function of Boolean variables. To this purpose, the last value
Notice that (4) also allows us to take implicitly into accoung Purp

: the feedback signdl:; ) is to be considered as an additional
;hoedeegi(gn(r)wfe;[:;s?b?ld giok; &?gggeh\:l?gﬁgﬁr:glvz(s:hjn'r?;%m%({)ntrql variable fpr the connec_tion matridt(D, CLK, x1).
transistors [30]. For gdgenséric node (s@ythis is done simply Notlpe thatz, is also the primary out.put of the cell, _anq
by replacing tHe nominal values f,, and V.. with values ther'e is a row of the connection matnx assoqlated with it.
obtained from electrical simulations (namelzd. andV.) During _S|mulat|on, the new value af IS then prowde_d by the
that take into account transistor threshold drdps s#:/t - model itself. The use of the same S|_gna! l_)oth as mdep_endent
' and as dependent variable is the implicit representation of

the internal feedback. In general, the connection matrix of
a sequential element will be a combinational function of

In order to construct a model af. in CMOS gates, we both primary inputs and feedback variables. This is the only
have always referred to a static combinational cell (namelyeatension required to deal with sequential components.
CMOS implementation of a three input OR gate). We extend 2) Dynamic ElementsDynamic CMOS logics exploit the
now the approach to static and dynamic sequential elementsemory effects associated with the charge retention at the

1) Static Sequential ElementShe gate-level representa-internal (floating) nodes of a cell. On the other hand, in
tion of a static sequential circuit is always characterized [8ection Il we remarked that the charge status at the internal
the presence of feedback signals. Consider the edge-triggemedes of a CMOS cell may have a sizable impact on power
register of Fig. 5. At gate level, it can be represented eitheonsumption. In Section IlI-B we then constructed a state-
as a net of six interconnected combinational elements (fodependent symbolic model that takes into account charge
inverters and two multiplexers) with two external feedback®tentions at internal nodes. As a consequence, our cell model
(z1 and x»), or as a sequence of two latches (LATCH1 anis inherently able to capture dynamic effects associated with
LATCHZ2) with internal feedback. internal parasitic capacitances.

C. Sequential Elements
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From a structural point of view, the only difference between 17
static and dynamic CMOS logics is that in dynamic logic +1p — triangular approximation
floating nodes may be used to drive CMOS stages. I S

Example 10: Consider for instance the dynamic edge-
triggered register shown in Fig. 6. The second CMOS stage is
driven by internal node,, that is floating whenD = 0 and
CLK = 1. In this case, neither the logic value ©f nor the
connectivity of the subsequent stage can be inferred from the
current values oD andC LK. Nevertheless, the charge status
at no is provided by our cell model, and the connectivity of
the second CMOS stage can be expressed as a combinational
function of CLK and ns. I : —

In general, to deal with dynamic cells we do not require tho' — 7, T
additional information, but we need to partition the connection T T
matrix and change the sequence of steps involved in model 7. Triangular approximation of a current pulse. Parameterd;., 7,
evaluation. Submatrices associated with cascaded stages rififsp are defined using a threshald, = I... /20 to filter simulation noise.
be evaluated in sequence, in order to use partial results to
drive the subsequent evaluations.

clectrical simulation

1

Example 11: The connection matrix of the first stage of If f, = 0, then £, = 0; if f, = 1, instead, E,
the register shown in Fig. 6, is depends on fan-in and fan-out conditions, represented by the
input falling/rising timesn,...,7, and by the output load
(mq,1,m12,m1p,m14) = (1,CLK', D', CLK'D) Cr. Corresponding to any transition, however, short circuit
(ma1,ma,2,map,ma.g) = (CLK',1,CLK'D', D). currents are not influenced by those input (output) parameters

associated with input (output) signals that do not change.
Whenever an input event occurs, the matrix is evaluated tooince there are no simple closed-form models for the wasted

obtainV;,, from (4). Then, the connection matrix of the seconguPPIy €nergy, we approximate,, with a first-order function
stage can be evaluated using as input variable of the I/O parameters
(ma,3,m3,4,M3,p,M3,) = (1,n2,n2CLK', CLK) Bo=furlamt e tonmntontifouCe)  (0)
(maz, Maa, My p, Mag) = (n2,1, CLK' ,nyCLK). where f,,: is a Boolean flag taking value 1 corresponding to
output transitions fo,c = out(x’) @ out(x*)), and the input
In summary, the entries of the connection matrix associattfensition times are set to O if the corresponding inputs do not
with a generic (combinational or sequential) CMOS cell mao;hange(a:f = z! = 7, = 0). Pattern dependence is thus
be functions of primary inputs, internal variables, and previoumplicitly accounted for.
values of feedback signals. During characterization, coefficients, - - -, c,4+1 are com-
puted by least squares fitting on values obtained by electrical
simulations. Notice that modeling,, requires a number of
D. The Wasted Energi,) fitting coefficients that idinear in the number of inputs and
The main contribution td,, is due to the presence of shoroutputs of the cell.
circuit currents from power supply to ground. The connection
matr[x can be used to detect conditions for vyhich there is a IV. MODELING CURRENT PULSES
transient open path betweéf,; andV,,. In practice, a wasted . o .
When dealing with time-domain current waveforms, the

current is drawn from power supply whenever a node that was"’ ™ ) L .
connected toV,, for input vectorx' is connected td/,, for distinction between charging and wasted contributions is no

input vectorx/, or vice versa. For a generic cell wiffi nodes, longer useful to partition the modeling task. On the other
this condition is expressed by hand, the behavior of théotal current drawn by a CMOS

gate corresponding to an input transition can be effectively

N approximated by an asymmetric triangular pulse. This is shown
fo(x',x)) :Z[miyp(xi)miyg(xf)+mi7g(xi)mi7p(xf)]. in Fig. 7 where the current profile obtained by electrical
i=1 simulation of the three-input OR gate of Fig. 3 is compared

(5) with its triangular approximation. Three parameters are then
sufficient to describe the approximate shape of a single current

We remark that for elementary CMOS gates flag can be pulse: therising time 7., the peak valuel,, and theduration
computed simply by looking at the output activity and (5) cafi’. An additional parametertd) is used to denote the initial
be simplified accordingly. Nevertheless, two-stage cells méye of the pulse.
have short-circuit currents associated with internal activities Current modeling then reduces to a twofold issue: 1) finding
that do not affect primary outputs. In this case, the genemah operative definition for the pulse parameters and 2) mod-
form of (5) has to be used to evaluafg. eling their dependence on input patterns and I/O conditions.



480 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 5, NO. 4, DECEMBER 1997

The operative definitions we propose follow two criteriaand simple delay models (such as zero or unit delay) are used
1) filtering the noise of the electrical simulations used fdor scheduling the events. These approximations have a critical
characterization and 2) making the triangular pulse as clasepact on the accuracy of power estimation.
as possible to theneasured (nontriangular) one. For our energy/current estimates, we need four time pa-

We distinguish significant currents from noise by means odmeters to represent the time behavior of a CMOS cell:
a current thresholdy;, and we define time parameteg 7,,, the propagation delay? (used by the simulation engine
and T considering only current value&t) > I;,, as shown for event scheduling), the output falling/raising time,:
in Fig. 7. In particular, accurate estimates have been obtaieded for estimating the power consumption of the driven
with a threshold of one twentieth (i.e., 5%) of the maximurgates), the current rising timé&, (used to determine the
measured current,,. position of the current peak) and the current pulse duration

To define the upper vertex of the triangular pulse, wWg. Incidentally, note that although the pulse duration usually
decided not to use the maximum measured current. Thisdises not correspond to the propagation delay, the initial time
because the measured current profile is not exactly triangulafrthe current pulsetf) is always almost coincident with the
Keeping its maximum value as a vertex for the triangulanput arrival time and does not require further attention.
pulse may lead to crude approximations on the overall chargeTime parameters are strongly affected by the actual switch-
transfer. ing conditions. In principle, look-up tables could be con-

We decided, instead, to use a model that preserves the tetalicted based on the results of a large set of electrical
amount of chargeA Q) drawn by the cell during a transition. simulations. Notice that signal slopes and output loads are ana-
SinceAQ represents the area of the current pulgds defined log quantities. Using look-up tables to represent their effects on
in order to make the area of the triangular pulse equal to thair parameters would imply to trade-off between large tables
of the measured one and crude discretizations. To avoid both drawbacks, in this

section we propose an alternative symbolic model that exploits
M_Q_ (7) the use of decision diagrams and linear regressions to provide
T compact and accurate representations of time parameters as

The triangular current pulse is then uniquely described Bynctions of Boolean and analog variables. _
the values ofo, 7)., T, and AQ. To model the dependence of Looking at the example of Fig. 4, we notice that the duration
the current profile on the actual switching conditions, we ne@f & current pulse is tightly related to the output load, while
to find pattern-dependent models for each of these parametH?@.'ocat'O” of the peak is mainly related to the input transition
This is still a very difficult task. Notice, however, that intime. Furthermore, both dependencies are almost linear. This

Section Ill we have already constructed an accurate modyPirical observation is supported by physical reasons. In
for AQ. first approximation, there is a linear relation between the

If we assume supply voltages to be constant, the amoditration of the current pulse and the amount of charge
of charge drawn by the cell during a complete transition fo be transferred through a conductive path with constant

proportional to the overall energy. The model®E) can then conductivity. Furthermore, the time at which the pull-up (pull-
be obtained directly from that of down) network reaches its maximum conductivity is delayed

by the input falling (rising) time. Similar considerations apply
E.+ E, to propagation delays and output slopes.
= Vid — Voo (8) Following this observation (supported by the results of
electrical simulations run on a large set of CMOS gates and
This has two main advantages. First, without adding teo-stage cells), we use linear equations to approximate the
the global complexity we grant to the current-pulse modeependence of time parameters on the 1/0 conditions. The
the same flexibility we achieved for the model Bf (hotice model of T is, for instance,
that the energy model captures not only the dependence on
input patterns and I/O conditions, but also the dependence on T=co+c17+cCr 9)
the internal charge status). Second, we make the time-domain

current waveforms consistent with the overall energy estimaigherer is the input transition time(’;, is the total output load
(Cr = Crp + Cry), possibly including wiring capacitances,
V. MODELING TIME PARAMETERS and coefficientscy, c1,co are to be set in order to fit the

As mentioned in previous sections, power consumption rgsults of electrical simulations. If there is more than one input
strictly related with timing: the supply energy drawn by signal switching at the same time, we take the average of the

CMOS cell upon an input transition depends on the inpmansition times as. Notice that only capacitances connected
slope and arrival time. Additional time information is required© 9round (power) are charged by a supply current correspond-
to deal with time-domain current pulses. At the logic levelNd t0 an output rising (falling) transition. Nevertheless, time
however, signal slopes are neither represented nor propaga@jameters always depend on the overall capacitance, since
both charging and discharging phenomena actually imply a
1Since we always refer to electrical simulations both to characterize Iibra@harge transfer through the pull-up (pull-down) network.

cells and to evaluate the accuracy of our estimates, for the sake of conciseneﬁf. f ti f dC | d dar
hereafter we use the term “measured” instead of “provided by electrical Inear functions orr an L are also used to moadl,,

simulation.” D, and 74yt.-

I,=

AQ
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Co+ €1, T+ C2OCL Co+ ey T "2,CL Co, T e, T+ C22CL Co, + €T+ CZ3CL

Fig. 8. Decision diagram representing the dependencEoof both Boolean variables:(, z2, x3) and analog quantities(C’,), for a three-input OR gate.

A. Pattern Dependence be-12

[ I

The linear model of (9) provides a good approximation of
the actual values dl’ as long as the driving capability of the
pull-up (pull-down) network can be assumed to be constant. In
general, however, different driving capabilities are associated
with different input transitions, because they activate differen&
conductive paths. 2

Example 12: Referring to the OR gate of Fig. 3, we con-
sider an input transition fronx’ = 000 to x/ = 001 and we
compare it to a transition betweeati = 000 andx’/ = 011. In
the two cases, the same amount of charge is to be transferred £
through the pull-down network of the first CMOS stage to
chargeCs, and discharg€’s,. However, the driving capability |
of the pull-down network is not the same, afftwill take 0“%% +00 1e-09 26.09 36-09
different values corresponding to the two transitions (e.g., 1.1 Input skew (sec)
ns and 0.9 ns, respectively, farf;, = 100 fF).

In principle, different equations should be used for eadpg: o Effect of the input skew on the energy drawn by a three-input OR

. ) . . . . Oate corresponding to an input transition frath = 100 to x/ = 010,
possible input transition (i.e., f@** pairs of input patterns), throughx™ = 000.
thus resulting in using - 22 coefficients to modell’ for a
n-input gate. In practice, however, substantial simplifications
can be made without loss of accuracy, thanks to two important

HSPICE
Our approach

3e-12

Ener

VI. MULTIPLE TRANSITIONS

observations: _
Observation 1: Only the last test pattern applied to a SO far, we have constructed a refined model of the supply
CMOS gate affects its driving capability. energy/current drawn by a generic CMOS gate corresponding

Observation 2: The pull-up and pull-down networks of ato a transition between two input patterns. We implicitly made
CMOS gate can assume only a small set of driving capabilitie assumption that all switching inputs have the same arrival
(usually much smaller tha@™). times (even if they may have different slopes). Unfortunately,

Example 13: For instance, the first-stage pull-down netin real circuits internal signals are in general slightly mis-
work of Fig. 3 has the same conductivity for input patternaligned (possibly by short time compared to the transition
x/ = 110, x/ = 101, andx/ = 011. time of a gate) and may give rise to glitches and overlapping

The complete model of then consists of a small set oftransitions.
linear equations, associated with clusters of input patternsThough these phenomena have a sizable effect on power
Such a model can be effectively represented by a decisigtnsumption and current flows [23], they have never been
diagram [31], in which: modeled at gate-level for two reasons. First, they elude any

e root is associated withT’; pre-characterization attempt due to the intractable number of

« internal nodes are associated with input variables (depessible combinations of signal skews. Second, the corre-

sions being made on the values they take at the endsponding current waveforms are no longer shaped as triangular
the actual transition); pulses.

* leaves are associated with linear equations (obtained byTo handle input misalignments, we propose a method based

least squares fitting on the results of electrical simulan the following simple observation.

tions). Observation 3: A misaligned transition of two input signals
Fig. 8 shows the model of” for a three input OR gate, can be viewed as an intermediate situation between two lim-
with driving capability depending on the number of inpuiting cases: a simultaneous double transition, and a sequence
signals taking value 1. The structure of the decision diagramh two disjoint single transitions.
is automatically extracted from the transistor-level description Since our gate model provides accurate energy/current es-
of the cell. Similar models are constructed for 7., andZ;.. timates in both the limiting situations, we approximate any



482 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 5, NO. 4, DECEMBER 1997

intermediate case using linear interpolation between the tiBo Current Pulse Interpolation
limits. To describe the linear interpolation of current pulses, we
refer to the situation of Example 14. Fig. 10 reports the

A. Supply Energy Interpolation current waveforms corresponding to the two limiting situations

Referring to a generic CMOS gate with inputs assume (boldface, capital letters are used to denote the current pulses
that a two input transition from input pattesd to x/ is not associated with each ideal transition). As for the supply energy,

perfectly aligned. The misalignment causes an intermedidt§ €Stimate the current pulse due to a misaligned input
pattern (sayx™) to appear at the input of the gate for 4ransition starting from the knowledge of those associated with
short period of time. Assum&7 to be the delay between the ideal transitionsA, B, and C. To do this, we extend to
the misaligned input transitions (i.e., the input skew). For tH&/frént pulses the interpolation criterion of (10).

sake of simplicity, we usé\, B andC to denote ideal (either Since our logic-level simulation paradigm is inherently
single or aligned) input transitions’ — x™, x” — x/ event-driven, we construct the shape of the actual current
?

andx’ — x/, respectively. We us& to denote the energy pulse by following an event-driven approach. First, notice that

drawn during the entire misaligned transition, while we denotB€ seécond input event (i.e., the rising edgeagj cannot
by apexes quantities referring to ideal transitiofié is the affect the c_urrent behavior before its arrlval_ time. Moreover,
transient timeassociated with transitio. when the first event occurs (i.e., when switches) we do
1) If AT < T#, the two transitions are almost aligned.ngt ?havvf any |Tform:|;1t|&n on t.r(]je (;u;urfhevent_ﬁa Al ttlm_e d
Patternx™ never appears at the input of the gate and : \c [angular pulsei provided by the pre-characterize
the energy estimate i& = EC. cell-model for a single transmpn (z)xftl is added _to the
2) If AT > T*, the two transitions don’t overlap. We havedveral currer_nz. Let A have duratiori™. Whenz, switches,
two complete transitions and the total energy estimatet|hse ove.rlap.plng (.Jf th? wo ”af‘s'“%”s S Aeasny detected by
E — EA | BB, comparing its amval timetP) with 5 + T4, _ '
3) If 0 < AT < T, the two transitions do overlap Instead of addin@ to the overall current, the interpolation

and we cannot distinguish between their effects. V‘Przgﬁfsu%l)si;higﬁgt\ﬁﬁ: darT;jvii ni\r']ve(\:;::éal) ;:rl;rr;eer;;rzulsfe
approximate the total energy by means of a line Y, 9 P

interpolation between the two estimates provided bg’ and peak valud}? such that its area corresponds to the
our model for the limiting cases (1) and (2). Namely! ifference between the actual valuest) (obtained from the

E—(EA +EB)%—Z + EC(1 - AL), interpolated value oft)) and the already considered charge

TA AOA
The general model of is @

2AQ — AQA)
D _ 7B. D _ B, D _
a1 TP =1B; TP = 7B; IP = 75 N GEN

po JEAHEP)SE + EC(1-2%) 0< AT <T#
T \EA+EB AT >TA,

Notice thatI],‘)D does not represent a real current and it may
also take negative values. Nevertheless, the overall current

h hi q . he ch estimate is a good approximation of the actual behavior
The same approach is used to approximate the charge stalsiqeq by electrical simulation. For our example, this is

of the cell at the end of slightly misaligned multipletransition%hown in Fig. 10 by pulseE. The intuition behind this

The linear approximation is obviously exact at the boun?)'rocedure is that when the second event occursadn we

arie_s, but its accuracy depends on th? defini_tioriréf. In correct the error made by scheduling the full current pulse
particular, good results have been obtained using the duratl%bn the arrival of the first one (am)

of the current pulse (defined at the end of the previous section)
as transient time. This means that we consider two input
transitions to be disjoint if the corresponding current pulses
do not overlap. During simulation, whenever an event occurs at the inputs

Example 14: Consider a misaligned transition frosd = of a logic gate, the corresponding model is evaluated. The
100 to x/ = 010 at the inputs of the OR gate of Fig. 3.propagation delay provided by the model is then used to
Assume, in particular, a skew &&7" = 0.2 ns between the schedule the output event, while the estimated supply energy
falling edge ofz; and the rising edge af,, giving rise to the and current pulse are added to the overall energy and current,
intermediate (temporary) pattex?* = 000. We denote byA  respectively.
and B the single transitions 108- 000 and 000— 010 and  When simulating a large circuit partitioned in subblocks,
by C the ideal (aligned) transition 106 010. To estimate the we may also be interested in local estimates. We use a
total energy drawn by the cell corresponding to the misaligns@mple labeling mechanism to represent subcircuits: gates
double transition, we first evaluate the energy consumptibelonging to the same subcircuit are associated with the
associated with the three ideal transitions (directly providehme label. The energy (current) drawn by a gate is added
by our model), then we use (10) to compute the actual valnet only to the overall energy (current), but also to that
of E. In our example pA = 2.7 pJ,EB =25 pJ, E€ =03 | . _ -

A . . Hereafter we always refer to time-domain current waveforms. The addition

pJ, and/* = 1.1 ns. With an Input skew of 0.2 ns (10) retum%f a pulse to the overall current is to be intended as the sum of the
E = 1.2 pJ. A comparison with HSPICE is reported in Fig. 9corresponding time-continuous functions.

(10)

VIl. EVENT-DRIVEN SIMULATION
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Fig. 10. Approximation of the current pulse associated with a misaligned double transition at the inputs of the OR gate of Fig. 3.

associated with the corresponding subcircuit, thus providingThe three instantaneous changes in the current slope actu-

local estimates. Circuit partitioning can be used, for instancaly represent an impulsive function that is the second-order

to represent the power distribution network. In this casderivative of the triangular pulse. Adding impulsive functions

subcircuits correspond to sets of gates fed by the same supplyo longer a time-continuous operation. In an event-driven

route. The overall current drawn by a subcircuit is an estimatentext, corresponding to an input event occurring at #ge

of the instantaneous current flowing through the corresponditige three slope changes of the new current pulse are added

route. to the overall second-order derivative at timge to + 1., and
Adding energy contributions and current pulses is one of thg + 7.

key steps involved in event-driven simulation. However, while On the other hand, due to the linearity of derivatidp) (

energy contributions can be easily added in an event-drivand integrationZ), the following property holds for any pair

context, current pulses are indeed time-continuous functioofsfunctions f(¢) and g(¢):

that are not directly handled by traditional event-driven simu-

lators. In the following we propose an efficient algorithm that f#) +9@) =Z{D{f )} + D{a()}}. (12)

exploits the properties of second-order derivatives to perfo

m . . . I
. o . . . . B1ur|ng simulation, we construct the second-order derivative
effective pulse composition during event-driven simulation.

of the overall current by adding the slope changes of the

estimated pulses. The second-order derivative is stored in an

array of instantaneous impulses, as represented in Fig. 11.

The overall current waveform is then obtained at the end of
Consider a current pulsk?) starting at timeto and having the simulation run by integrating twice with initial conditions

duration 7". Since the pulse is a time-continuous functionltot(o) = 0 and D{l; }(0) = 0.

adding it to the overall currenfi.;(t) would affectio.(f)  Example 15:Looking at Fig. 11, letA and B represent

for everyt € [to, T], thus involving a number of operationsthe current pulses associated with the falling edges afd

related to the ratio betwe€hi and the time resolution. Notice respectively. At time “0,” the event at the input of the

however that we approximaf¢t) with a triangular pulse (with AND gate causes pulsA to be added to the overall current.

parameterd,, 17, andT’) that can be completely described byjence, the changes in its slope are added to the impulsive

looking at the instantaneous changes of its slope, occurringsatond-order derivative of the total current:2” at time 0,

time to, to + 15 andto + 7' Starting from this information, «_3» at time 1 and %1” at time 3. Whenb switches (at

a three-step algorithm can then be used to construct the engjfge 2), pulseB is accounted for by adding its second-order

pulse: derivative at time 2, 3, and 6. Notice that adding a pulse always
1) atto change the slope by, /T;; entails only three steps. Additions are involved if and only if
2) atto+ 7T, change the slope by1,/T,. — 1,/(T — T,); vertices of different pulses overlap at some point (only at time
3) atto + 7 change the slope by, /(T — T;.). 3 in our example situation). Fig. 11 also reports the overall

A. Current Pulse Composition
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TABLE |
EXPERIMENTAL RESULTS ON BENCHMARK CIRcUITS. DATA REFER TO SEQUENCES OF100 RANDOM GENERATED TEST-VECTORS WITH 20 ns
CLock PerioD (MisSING RESULTS MEAN THAT THE CORRESPONDINGSIMULATION Exceepep 10 h oF CPU aND/or 20 Mbytesor RAM)

benckmark CPU time (s) Pave (MW) accuracy (%)
name gates FF's HSPICE PPP HSPICE PPP Pavg 1(t) I(n) T(n)
c17 6 — 199.4 1.8 0.435 0.432 0.7 19.3 8.7 6.1
C432 217 — 7867.4 38.8 11.510 10.954 4.8 27.2 7.6 5.4
C499 498 — 21841.8 107.0 21.926 22.884 4.1 18.2 5.6 9.1
€880 343 — 17713.6 65.2 16.262 16.405 0.9 13.8 5.9 5.7
C1908 619 — — 128.0 — 33.950 — — — —
C7552 2776 — — 1239.8 — 223.921 — — — —
cmb 49 — 974.6 8.8 1.305 1.329 18 14.8 6.6 2.9
decod 54 — 859.8 7.6 1.385 1.400 1.1 22.0 14.7 10.9
parity 75 — 1451.0 13.6 2.381 2.302 3.4 13.7 8.7 5.3
count 113 — 3320.0 17.0 4.985 5.081 1.9 22.5 12.0 6.4
comp 163 — 5450.4 32.8 6.700 6.832 1.9 14.5 8.9 2.6
alu2 359 — 29222.6 67.2 18.010 18.750 4.1 16.2 8.8 5.4
alu4 712 — — 112.8 — 31.856 — — — —
527 12 3 316.0 3.6 0.600 0.601 0.2 29.6 9.8 2.0
5208 72 8 3692.8 10.2 2.097 2.100 0.1 19.8 9.6 5.6
5953 342 29 27083.6 40.8 8.768 8.310 5.2 28.9 14.8 7.9
51196 466 18 37358.6 70.8 15.918 15.763 1.0 15.6 5.5 5.3
51238 522 18 — 77.8 — 17.953 — — — —
55378 1346 163 — 161.2 — 35.934 — — — —
current waveform obtained by integrating twice the impulsive 0 2
function constructed above (represented by the array of its _k 4 _\_
instantaneous values). ) b c
In summary, adding a pulse to the overall current entails
only three additions (in the worst case). No extra events are 0
generated. Integration is performed off-line once for all. As a @)
consequence, pulse composition does not impose substantial I
performance degradation on logic simulation. 3
2 /
2/N\1 A3 -1
VIII. | MPLEMENTATION AND EXPERIMENTAL RESULTS | AN B
We have developed a power/current simulator, called PPP,
based on the algorithms described in this paper. Routines 3 T 5 e
for both automatic construction of connection matrices and dlk
least squares fitting have been implemented in C using stan- i
dard packages for BDD and matrix manipulation. Verilog- ' 2
XL has been used as event-driven simulation platform. Pre- 1
characterized symbolic models of library cells have been 0 -
written as C functions and made available from logic sim- B time
ulation using theprogramming language interfacéLI) of
Verilog-XL. _ _ _ di +2 3 +3 3 +1 —»
We tested our simulator using a low-power CMOS library dr? time

[32] with complex gates and two-stage cells. Each library cell ®)
was characterized according to the model proposed in this . _
paper, using HSPICE to run electrical simulations. Fig. 11. Current pulse addition in an event-driven context.
We performed a first set of experiments to verify the single-
cell/single-pattern accuracy of our energy model. Each libramere simulated by applying random sequences of 100 test
cell was simulated for all possible test-pairs and for a wideectors, with 20 ns time period.
range of fanin and fanout conditions. In the worst case, theExperimental results are reported in Table I. The first three
average absolute error from HSPICE was of 4%, with @lumns contain the circuit name, the number of gates and
standard deviation of 0.2%. We obtained the same accuracytbg number of flip-flops. Columns four and five represent the
applying to each cell a sequence of 100 randomly generateBU times required by HSPICE and by PPP, respectively, to
test vectors with 50% of misaligned input transitions. simulate the circuit on a DECstation 5000/240. The speedup
Global accuracy and performance of PPP were evaluatedainPPP with respect to HSPICE was always between two
a large set of benchmark circuits mapped on the precharactand three orders of magnitude, with an average performance
ized test library. Both combinational and sequential circuitess of eight times with respect to the simplest gate-level
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TABLE 1l 0.04

LocaL Power ConsuMPTION OF ANAND-ONLY REALIZATION OF PPP

BENCHMARK CIRcUIT C'17. DATA REFER TO A SEQUENCE OF100

RANDOM GENERATED TEST VECTORS, WITH A20 ns @Qock PerIOD ﬂ ' }

Cell Power (mW) Error 002} 1 \A “ \ 1’( \ '

# HSPICE PPP (mW) (%) I ‘ | ( |l /\

0 0.032 0.031 —0.001 3 —~ I \ ‘\ \ \ \ \ l Lk

1 0.038 0.037 —0.001 3 < Lo | \“ Lol Lol

2 0.043 0.042 —0.001 2 5 000} b—(}— — — b et ] ]

3 0.156 0.154 —0.002 1 & T | rJ S (f

4 0.032 0.030 —0.002 6 © | | / / H R T

5 0.134 0.138 +0.004 3 ‘J ‘ K J I | f ' f

tot: 0.435 0.432 —0.003 1 -0.02 | ’ |

|

simulation with unit delay. Moreover, PPP used about one V
half of the memory required by HSPICE. Missing results in Spice
Table | correspond to simulations that took either more than %7 507 66-07
10 h of CPU time or more than 20 Mbytes of RAM. Time (s)

Average power estimates provided by HSPICE and by PRIg. 12. Comparison between the current waveform provided by PPP and
are reported in columns 6 and 7. The relative error is showt§PICE for benchmark circu@lu2.
in column 8. Notice that the average power consumption is

nothing but the overall supply energy divided by the simulatiofe symbolic model and on the statistical significance of the
time. Hence, values shown in column 8 represent also tRg5racterization process.

accuracy of the overall energy estimate. The average error iy this paper, we did not obtain a symbolic model by
around 2.5%, with a worst case of 5.2%. abstracting away the transistor-level description of a gate. On
For circuit C17, local power estimates are also reported jRe contrary, we exploited the physical understanding of the
Table 1. The average power drawn by each internal gate WaSer consuming phenomena at the transistor level to partition
estimated with a worst case error of 6% from HSPICE.  he modeling task. Our model captures the main contributions
The last three columns of Table | represent the accuragy the supply energy/current (dynamic power, short-circuit
achieved on time-domain current simulation. Three paramet@{grents, internal charge redistributions, signal glitches, ...) and
are used to represent the accuracy: their dependence on the I/O parameters, thus providing pattern-
* the average absolute error of the time domain curreépendent power estimates close to those obtained from the
waveformI(t) (represented with 0.1 ns time resolution)electrical simulation of the corresponding transistor netlists.
* the average absolute error of the peak current per tesit is worth noting, however, that a preliminary assumption

pattern,(n); _ has been made at the transistor level, by modeling parasitics
* the average absolute error of the duration of the overgls constant capacitors lumped to ground and power routes.
current pulse per test patteffin). Results reported in Table | refer to aj2technology library,

The average accuracy of the time-domain current wawhose parasitics may be properly represented by lumped
forms provided by our approach is of about 20%. This valueapacitances. However, this is not always the case. For deep
however, strongly depends on the time resolution used gab-micron technologies the lumped-capacitance assumption
represent and compare the results. For larger time steps Itheses its physical meaning and may ultimately impair the
average absolute error afft) would reduce to the accuracyaccuracy of the gate-level power estimate.
of the single-pattern energy estimate (around 5%), while Our model is inherently based on the lumped-capacitance
for smaller time steps the point-wise comparison would kEssumption, that allowed us to distinguish between charging
mainly affected by slight time misalignments between thend wasted currents and to develop a symbolic model to
two waveforms (that actually do not impact more significamfompute the charging energy¥.) drawn by a CMOS cell
measures). We decided to use a high time-resolution (of 0.1 ds)ying a complete transition. However, the model is more
in order to capture all current peaks. The peak vdji{@) and robust than the assumption it is based on. The reason of its
the duration’(n) of the overall current drawn by the circuitrobustness is two-fold. The statistical nature of the charac-
corresponding to each transition at primary inputs have begnization procedure automatically allows the wasted-energy
estimated with 9 and 6% accuracy from HSPICE, respectivelystimator(E,,) to compensate the inaccuracy in the charging-
Similar accuracy has been achieved on local current estimagéggrgy model. On the other hand, although inaccurate, the
based on random circuit partitionings. symbolic model of the charging energy decreases the variance

The current waveform obtained for benchmark ciredit2 of the wasted energy contribution. Hence, it enables more
is reported in Fig. 12 and compared with that provided byccurate fitting.

HSPICE. Moreover, the error introduced by using lumped capaci-
tances to model parasitics can be reduced by carefully setting
A. Model Robustness their values. In practice, capacitances are nothing but fitting

The accuracy achieved by PPP on gate-level power apdrameters that can be used to make the behavior of the

current estimates depends both on the physical significancerahsistor-level netlist as close as possible to that of the actual
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Fig. 13. Web-based graphic user interface of PPP: the waveform display.

circuit. Extracting a significant transistor-level descriptiofpartial) results. Users’ commands are interpreted by the
(with lumped capacitances) from the layout of a circuit iserver of PPP and sent to specific CAD tools. Both batch

a well-known issue whose solution is out of the scope afhd interactive remote execution paradigms are implemented.
this work. However, when characterizing the gate-level pow&esults are made available through the Internet by dynamically
model for a CMOS cell, we can reasonably assume that thenerated HTML pages. All the details of resource retrieval,

transistor-level netlist we use as reference model is a goddta format conversion and tool communication are hidden to
representation of its actual implementation. the user.

Power/current simulation is performed in four steps. First,
the target circuit is transferred from the user's machine to
the PPP server. A standafide transfer protocol(FTP) is

Our simulator has been used as the first building block ofuged to this purpose. Second, the user specifies the simulation
fully integrated synthesis and simulation environment for lowparameters (time step, test size, ...) and the input patterns to be
power CMOS circuits [22]. PPP has become the name of thgplied to the circuit. This is done by means of a set of interac-
entire environment. tive HTML forms. Both random and deterministic simulation

A powerful web-based user interface has been exploitedn be performed. Third, the simulator is launched. Since no
to address critical EDA issues: modularity, platform indepemnteractive control is required, a batch execution paradigm
dence, remote accessibility and user interface standardizatignused. Last, new HTML pages are automatically generated
PPP is a modular system consisting of interacting tools that make simulation results available to the user. Results are
may run on different machines and be provided by differepéported in terms of power and current statistics, probability
vendors or contributors. The user accesses PPP using histhistributions and time-domain signal/current waveforms (as
own Web browser, with no additional requirements on harghown in Fig. 13).
ware or software installation. The graphical user interface PPP is currently available for evaluation at the following
(GUI) of PPP is exactly the same used for Web navigation attRL: http://akebono.stanford.edu/users/PPP
no additional effort needs to be spent in familiarizing with a
new GUI when the user first accesses the system.

PPP appears as a tree of highly interactive HTML pages, IX.  CONCLUSION
allowing the users to run synthesis and simulation tools In this work we have presented a new cell-based approach to
on their own circuits, issue specific commands and analygate-level power and current simulation, that reduces the gap

B. Web-Based User Interface
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between the accuracy of electrical and logic-level techniqugsz]
Statistical uncertainties on device characteristics or inaccura-
cies on wiring capacitance extraction and modeling may leag
to mismatches between circuit simulation and measured values
that are larger than the inaccuracy of our simulator. As [?4
consequence, our simulation technique gives the designer A
level of confidence on power and current estimates comparable
to those attainable with computationally expensive circuit®!
simulation. The high local accuracy makes our tool a valuable

source of information for optimization algorithms that operatg®él
locally within a gate-level network.

The speed-up with respect to electrical-level simulators?]
ranges from two to three orders of magnitude, thus enabling
accurate simulation of large circuits in reasonable time. Pgig
formance loss with respect to traditional gate-level simulators
based on zero/unit delay models is of a factor of 8. g

Our technique is based on a symbolic model of CMOE
cells that provides consistent estimates of supply energies,
current profiles and propagation delays. The dependence
input patterns and I/O conditions is captured without actually
using lookup tables. Important effects such as short-circuit cui#!]
rents and internal charge redistributions are also modeled. p,
interpolation algorithm is used to handle misaligned multiple
transitions.

To make the interface with pre-existing design flows (basézdsl
on Verilog HDL) completely straightforward we have used
Verilog-XL as simulation platform. Moreover, we have used
our simulator (PPP) as the starting point for the developmepg;
of an integrated environment for low-power synthesis arlgfl
simulation, with a Web-based user interface. 27

Future extensions of our work will be focused on hierarch|28]
cal power analysis and simulation. [29]
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