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ABSTRACT statements and to minimize the number of register used, the val-
ues of the pointers are encoded. For a poiptexe call its
In the recent past, subsets of C and C++ have beemcoded value itsag, notedp_tag .

defined to model and synthesize electronic systems as “E%lmple 1.Let us consider a pointgr that may point to the

as reusable IP blocks. In order to synthesize as much @giablesa or b (result of the pointer analysis). Consider the
possible of the C syntax, we have been researching tlobowing line of code which implement$oad

problem of synthesizing and optimizing code with pointers. ~ OUt="p;

In this paper, we focus on encoding the pointers’ values tbhis Ioad instruction can be replaced by a case statement:
minimize the size of the circuits implementing the address SW'%Q@‘;—@?%)UL& break:

translations. After defining the encoding problem, we case 1: out=b; break;

present a solution based on heuristics and graph-embed- _ ) _ )
ding techniques. The algorithm has been integrated in C,H‘[jlrdHowever, after encoding the pointers’ values in the final

: - . . ware implementation, some combinational circuit may be
SpC flow which synthesizes C code with pointers. needed to translate the values of the pointers involved in assign-

1. INTRODUCTION ments or comparisons.
Example 2.Consider the assignmeptq, where the pointers
1.1 Synthesis from C andqg may point toa or b. For p, a (resp.b) is associated with

the value 0O (resp. 1), whereas fpra (resp.b) is associated with
For years, designers have been writing system-level modélgresp. 0).
using programming languages, such as C and C++, to estimaiger encoding, the assignmepitq is replaced by the following
the system performance and verify the functional correctness gfge segment:
the design. However, to implement parts of their design in hard- switch(q_tag) {
ware using synthesis tools, they must manually translate their case 0: p_tag = 1; break;
code into a synthesizable subset of hardware description lan- case 1: p_tag = 0; break;
guage (HDL). This process is both time consuming and error-
prone. In this case, a better encoding can be found by having the same

The use of C or a subset of C to describe both hardware aq¢ oding for bottp andq. Thenp=q would directly be replaced

software would accelerate the design process and facilitate t _tag=q_tag

software/hardware migration. Designers could describe their sys- To minimize the corresponding combinational circuit, the
tem and IP components using C. C-based component modeliggfles have to be equal or subfield of one another. This paper pre-
would improve design reuse and retargeting to hardware ag@nts a solution for the encoding of pointers’ values. In Section 2,
software implementations. we are going to formulate the problem. In order to reduce the

complexity, we show in Section 3 how the encoding problem can

out tg%‘gevae:{igﬂfaﬁfsgngf ﬁggfgg%g?fuggrg}'vfrﬁ;ﬁi? ncwjetr%rork?e simplified and solved using graph-embedding techniques. In
P y P y Sections 4 and 5, we present two optimization techniques called

allocation, function call, recursion, type casting and pointers. lI’E)Iding andsplitting. The algorithm is then described in Section

our research, we have been focusing on the problem of Synthe%Z'Finally in Section 7, we show how the encoding of pointers
ing code with pointers. : ’ ’

has been integrated in our tool for the synthesis of pointers in C
1.2 Synthesis of Pointers (SpC) and present some results.

The problem of synthesizing pointers has been alreacg/- ENCODING OF POINTER

introduced in [13] and [6]. The idea in [13] is to use pointer anal-
ysis to define thgoint-to sef(sets of variables the pointer may2.1 Definition of the Problem
point to) of each pointer in the program. Then the loadsy.).

and stores*p=...) can be replaced by case statements in whi
the variables of the point-to set are explicitly referenced. Furthd
more, to reduce the size of the decoder associated with these v‘\%gn

d})]efinition 1. We define a pointer-dependence graph as a graph
p which the nodes are the pointers and the edges are the rela-
between the pointers. An edge between two nodes is defined
the two corresponding pointers are assigned or compared.



Example 3.Consider the following code segment: Forrl , valueO is assigned tb and valuel toa. Forr2 , 1 will

int *rl, *r2, *r3, *q1, *q2; be assigned to andOtob. As a resultgql=rl will be replaced
e by g1_tag={rl_tag,0} and q1=r2 will be replaced by
'f("{‘?zz&a, (2=8b; 13=8¢; ) ql_tag={0,r2_tag} (where {}} is the concatenation
else ' ' ' operator).
r1=&b; r2=&c; r3=&d,; .

t J 2.2 Problem Formulation
if(;==0 ) . )
0 {q)lzrl; q2=r2; } Let's defineP pointers{ p;, p,, ..., pp} . We define the
else pointer dependence relati@s follows. For two pointergy;  and

{g1=r2; q2=r3;} p;, r(p:, p:) = 1 if and only if the two pointers are assigned or

i ir M

comparedy (p;, pj) = 0 otherwise.

For each pointep; we define its point-to $&t to be the
set of variables the pointer may point to. The point-tdket  isa
set of N, symbol{s], s}, ..., s\ } , where each symbol is asso-
ciated with a variable. After encoding, we defiie , the set of
the encoded symbols of the point-to Bet . The encoded values
of the symbols in each set are nofed], €}, ..., e,'\‘i}

Definition 2. Two setsl1; andl; are said to bependentf

In this example, we consider the pointerd { r2 ,r3, g1, g2}
and the variables d, b, c, d}. The pointers are defined as
follows: r1 may point to the variables or b, r2 may point to
theb or c andr3 may point toc or d. Then,gl may take the
value ofrl or r2 and g2 may take the value o2 or r3.
Consequently, g1 points & b or ¢, and g2 points tb, ¢ ord.
This leads to the pointer-dependence graph on Figure 1.

1 —»{a,b}

rl r2 r3 12 —{b.c} their associated pointers are assigned or compared (i.e.
\ / \ 13 —»{c.d} r(pi pj) = 1).
{ q al—{a,b,c} Our first goal is to minimize the number of registers as well
q g2—»{b.c.d} as the size of the decoders required to store and decode the point-
Figure 1. example of pointer-dependence graph ers values. We want the minimize the dimension of the supercube

of the encoded symbols in each set. This minimum is achieved

Our goal is to encode each pointer with the minimum nunwhen the sum of the dimensions of the supercubes is also mini-
ber of bits. And, when a pointer is assigned or compared ized:
another pointer, we want the corresponding tags to be equal (e.g. . .

tag=q_ta or as close as possible to each other. If two tags . .

Eavegdi?'f_ere%t rzumber of bits, gne tag can be equal to a subfigeld mlnDZ dim( supercubg iE)% @)
of the other. Assignments would then be performed by concate- 4=
nating or removin_g bits, whereas comparisons W_ould only be  \when two pointers are assigned or compared, we also want
executed on the bits common to the two codes. This reduces {§&inimize the size of the circuit implementing the translation
size of the circuit that translates or compares the tags while kegphe codes. For this purpose, the distance between encoded
ing the number of bits to a minimum. symbols in two dependent sets has to be minimum:

The encoding problem can be formulated as follows. For

P

P P

each pointer we define a set of symbols corresponding to the . . g
variables the pointer may point to. As a result we have an ensem- mindy Z r(p;, py)dist(E, EJ)E @)
ble of sets of symbols and the dependencies among the sets. The =1j=1

problem consists of encoding the symbols in the sets. The con- wheredist( )is the distance between the two encoded sets.

straints on the encoding are two: 1) theisuperjcolbehe SYM- \When the pointers have the same point-todist( ) is defined
bols in each set must have minimum size; 2) the symbols tha!.

correspond to the same variable in two dependent sets must be

encoded as close as possible. The reason for the first constraint is N P

to minimize the number of bits to store, while the reason for the dist(E, Ej) = z H(e,. elj() 3)
second one is to reduce the size of the combinational circuit K=1

implementing the pointer assignment and comparison. . . .
P g P g P where N is the number of symbols in the point-to set and

Example 4.In Example 3, the pointerd , r2 andr3 may H(el, e}) is the Hamming distance between the codes of the
point to two different variables argil, g2 may point to three symbolss'k: s& .

different variables. In general, the sizes of the codes and the point-to sets may

We want to codel , r2 andr3 on 1 bit andyl, g2 on 2 bits.  gigter. The computation of the distance is then more complex: we

Then we want the code df andr2 to be subfields of the code paye 1o consider the different subfields and the symbols associ-
of g1 and the code a2 andr3 to be subfields of the code of ;1o with the same variables in the two sets.

g2. An encoding verifying these properties is shown on Figure 2. ) . .
-— == Our goal is to minimize Eq. 1 and Eq. 2. There is a trade-off

a—»10 r1\7|~’ > :,d\l\\ 3 between the storage area (number of registers) and the amount of
|

b — 00 : v | logic used to translate the codes. For example, one may optimize
¢ —01 Ly the size of the pointers keeping the amount of logic minimum by
d—11 ql,92, 1 p——t c) minimizing first Eq. 2 and then Eq. 1. In general, we can cast the
r2\\ == problem as follows:
Figure 2: example of encoding oP P P 0
minB ¥ dim(supE)) +y ¥ Y r(p;, p)dist(E, E;)4)
Uisa i=1j=1 u

1. Thesupercubeof a set of cubes is the smallest cube containing
all the cubes in the set [8]. wheref3 andy are two coefficients.



Since this problem is computationally hard to solve usin@efinition 4. An affinity graph is an undirected weighted graph

exact methods, we have been looking at heuristics for solving tliewhich the nodes are the symbéls= {s,,s,, ..., sy} and
encoding of pointers. the edges are the relations between the symbolBl in . The
Weightwiyj on the edges{ S; }is defined as:

3. SIMPLIFIED PROBLEM o

3.1 Formalism for a Global Solution Wij = k;akﬂ[ak,j[(““‘ogZNW‘“‘OgZNkD ©)

ti I2n tg?f genetral fdormulatiog of the protblgm_f[)k:etshented iE S|69' whereP is the number of pointend is the total number of
ion 2, different codes may be associated wi e symbols jn y .
each set. Therefore the encoding has to be ftaadly, in each sym?ols,Nk fthhe nulmt_)er of symbols in thef3gt qnp IS
set. The problem can be simplified by constraining all symbo%n element of the refation matrix.

associated with the same variable to share the same code. Eq. 2 is The weightw, ; in the affinity graph increases with the
then irrelevant because the distance between the codes of mnber of sets thag contain bash d :when two variables
symbols that correspond to the same variable in the differe@e in many point-to sets, we want their code to be close. This is
point-to  sets 2is null  (i.e. dist(g,E;) =0 evenmore important for small point-to sets. For example, if we
0@, j)0{1, 2 ..,P}"). Our goal becomes to minimize Eq. 1have N, = 2 symbols in the point-to s, , their code must
only. The encoding is then fourgdobally for all the symbols be next to each other to minimize the dimension of the supercube
which correspond to the same variable in the sets. of the encoded sd&, , whereas if we hayg= 10 symbols in

We are now considering the symbols (i.e. variables) in thtgg %?'?;’éossfggol’st?ﬁ tl-:]aemgginngt_ct“(ft:gfigﬁt\é\’ge;stﬁuecnhc%ds'
union N of the point-to sets. These symbols will be denoted: 7 : .
N = {s;, s, ...,Sy} - The complexity is reduced: instead of Logy(N,) | = 4. Therefore, the weight; ; is the sum of the

. ; . i . contributions of the point-to sets that contain bsth  and
(Jjema?nlg;/vlth (N)E; ?)\i/yybglsl{jj S(jugzlthavlf/[i:lttgli\IZ’ g;/Fr;l}bo?:d where the contribution of each point-to sBf ~ is
v & e NG

{S1: S5 .., s\} » whereN is the number of variables. (1+[LogN | [ Log;N )

: : : The pointer encoding problem can be solved as an embed-
othe;’\gg(rj?g;ﬁonﬁ\évr:sf%]rngl]sr[nllﬁh'Ch has been used to SOI\clzl‘?ng of the affinity graph in the Boolean hyperspace as done in

10],[91.[1].
Definition 3. Therelation matrixA is defined as the matrix in [OLI9].[1] ‘ . .
which the rows represent the point-to sets and the columns tr&@mMple 6.The relation matrix presented in Example 5 can be
symbols. The entrai’j éfis 1 if and only if the Symbsl is in used to generate the affinity graph on Figure 3.

the setll, . c 3 d

Example 5.Let’s take the case of Example 3. We can construct i 4 71

the following relation matrix:

° abcd a3 b
1100 r1 Figure 3: Example of Affinity Graph
0110 r2 Let's look atw, ,, the weight on the edggl{}. The variables.
_ and b are both in the point-to sets of andql. The weight
A=10011r3 W, , is 3, sum of 2, contribution from r1, and 1, contribution
111009l from q1.
011192 After graph-embedding, the encoding presented in Figure 2 can
be found.

For example, the first row of the matrix shows ttiatmay point ) )
toa orb. These algorithms however do not consider the fact that two

symbols can share the same code. We are going to use this prop-
erty in Section 4 for a technique calldding. One symbol can

also have multiple codes. The notionsplitting presented in
Section 5 will be based on this property.

We are looking for an encoding matix that satisfies the
encoding constraints represented®yl he constraints expressed
by the relation matriA is the following. Each row i corre-
sponds to a point-to set. For each mw Apive want the super-
cubes of the rows dE corresponding to the 1sim  to have4_ ENCODING WITH FOLDING
minimum size. This corresponds to the constraint expressed in
Eqg. 1. Definition 5. We define afolding the action of assigning the

This problem differs from the input encoding problem [8].36Ime code to two symbols.

Therelation matrix is not a binary constraint matrix, as defined®roposition 1.Two symbols can be folded if and only if they are
for the general encoding problem [8], in the sense that we doifet both in the same point-to set and not in two dependent point-
have the additional constraint that, for each ow  of the coro sets.

straint matrix, the supercube of the rowsEoforresponding to The rationale for this proposition is that we want to distin-
the 1sina  does not intersect any of the row& obrresponding auish each symbol inside a point-to set and, in the case of a com-

to the Os ina . The Os in the relation matrix can then be consifarison, we want to distinguish the symbols in the two dependent

ered aglon’t carein the constraint matrix. point-to sets.

3.2 General Encoding Algorithm In the relation matrixA, folding the symbols, and; is
equivalent to replacing the columinandj by one columik such
The problem of input encoding has been extensively studigglat:
([1] [4]1 [71[9] [10] [11] [12] [14]). We use an approach reminis- .
cent of MUSTANG [9] and Pow3 [1]. a ) =& 0a forlin{l,2,...,N}. (6)



In the affinity graph, folding is done by merging (or fuding 5. SPLITTING TECHNIQUE

the nodes corresponding to the symbzg)lssj , intoone newnode _ o ) o
corresponding tes, . The weights on the edges incident to thiefinition 6. We define as splitting the action of assigning two or
new node corresponding & are then defined as: more codes to one variable (or symbol).

W = w  +w; forlin{l,2, .., N} @) . In Section 3 and 4, each variable was stociated vyith a
' : L unique symbol that was encoded. After splitting, one variable
Graph-embedding techniques can be modified to incorp#?ay be associated with more than one symbol: splitting a symbol

rate folding. In Section 6, we present a column-based meth@d is equivalent to creating a new symispl  which corresponds
with folding. to the same variable. The original symispl  and the newly cre-

ateds arethenencoded irdp amd  respectively.

OrI]-’roposition 2.A point-to sefl, that contains a symisl  may,

dafter splitting s; , contain the newly created symispl if and
only if there is no code equal &  in the encodedEget  orin
any encoded set dependedipf .

Example 7.Let’s consider the pointer-dependence graph
Figure 4 wherel , r2 , andr3 point respectively tod,b,c},
{b,c,d} and {c,d,e}. The relation matrix and the associate
affinity graph are represented in Figure 5.

rl —{a,b,c}

rl r2 3 r2 —{b,c,d} As described in Section 2.2 the symbols in each set can have
\ / \ / r3 —{c,d,e} different codes. Therefore, to minimize the dimension of the
q1 q g%:gggg% supercube of the encoded symbols in a set (i.e. Eq. 1), we can
o create new symbols associated with the same variables, for this
Figure 4: Pointer-dependence graph set. Note that, if we split the symbols for each point-to set, we
abcde c end up with a local encoding scheme as presented in Section 2.2.

8 8 However, to limit the increase in complexity, we are trying to
1110qQr1 b d split as few symbols as possible.
r2

0111 In the relation matriX, splitting is done by adding a col-
A=100111r3

:: umni' relative tas' . For each row,  relative to the point-to set
111100ql 4 " 4 M. the entryay can be set to 1 if Proposition 2 is verified. The
a e

point-to setfl, may then contath s;  or bath  aid

01111492
] ] ) In order to minimize Eq. 1, for set that may contgin  or
Figure 5: Encoding problem before folding s, the following expression may be considered:
The number of variables in each point-to set is either 3r{for min(dim(supercubl E-{e}) 0 E))) (8)
r2 , andr3) or 4 (forql andqg2). Therefore, we want to code E !

the symbols associated with the variables on 2 bits. However, \ hareE' is either & g A

since we have 5 symbols, an encoding with less than 3 bits Wheres:1s @l .er B {?' }o_r {_e' &' . .

cannot be found without folding.  For example, if Eq. 8 is minimum foE' = {e’} ,the
The symbo is in the point-to set af. andql, whereas the dimension of the supercube of the encoded symbols in the point-

L T .
symbole is the point-to set of3 and q2. According to the [© S€ly is minimum whemy s setto 0 aa issettol.

pointer-dependence graph, these point-to sets are not dependent. The new affinity graph can then be recomputed from the
The symbols associated wittande can be folded. After folding relation matrix. Splitting as well as folding can be incorporated

we end up with the graph on Figure 6. in our graph-embedding algorithm as presented in Section 6.
2 bcd ) ¢ 8 Example 8.Let’s consider the pointer-dependence graph on
A Figure 8 where'l ,r2 andr3 may respectively point {a,b} ,
1110r1 b d {b,c} and{ac} .
0111r2 rl —»{a,b}
A = r1 r2 r3 12 —»{b.c}
10114r3 6 6 AN V4 r3 —»{a:c}
1111ql a q —»{ab,c}
111302 a.e abc
Figure 6: Encoding problem after folding a and e 110r1 a
This leads to an encoding that requires only two bits: A=1011r2 ?A?)
AT T T TS 1014r3
a— 00 r1,r2,r3 / d ¢ b3
b —01 qL,q2~ ! 113 q
c—11 e '
d— 10 I I ,' Figure 8: encoding problem before splitting
e —00 Sy
, . , ~ - == We would like to encodd , r2 andr3 with 1 bit andg with 2
Figure 7: Result of the encoding after folding a and e bits. We also want the codesrif, r2 andr3 to be subfields of

the code of.
1. A pair of verticesa, b in a graph are said to be fused (merged or  Using the encoding technique without splitting symbols, we can
identified) if the two vertices are replaced by a single vertex find the encoding on Figure 9.

such that every edge that was incident on either b or on In this case@l andr2 are encoded on 1 bit but the encoding of
both is incident on the new vertex [2]. r3 requires 2 bits.



e Proposition 3.An edgq s;, sj} is violated at iteration K if either

a— 00 q.r3 y .l (o ‘I\\ r2 one of the following conditions applies: y
b—01 e T « there is class violation (and therefore; aaﬁﬁl need to
c—11 X e el N have different values),
rl—< _____‘:,’ / « the valueseik anda'j‘ associated with the two symbols inci-
Figure 9: encoding without splitting dent to the edge have already been assigned to different val-

After splitting the symbd, we end up with the two symbals ues (by Definition 7).

anda’ . We can find the encoding on Figure 10 where the symbol In the case of a class violation, we try to fold one of the
a is in the point-to set ofl. , r2 andq anda’ in the point-to set Symbols on the edges{ s; } with any of the previously assigned
of r3 andgq. symbols. At this stage, two symbols are folded if Proposition 1 is
verified and if they have the same partial code so far.

aabc
a 3 b In the case when different values have been assigned to the
101qQr1 two symbolss; 8] (i. ee";t ek ), we try to split the symbols on
A=10011r2 1 3 the edge. One symbol can be split if the newly created symbol
0101r3 a3 ¢ does cause any _class violation or can be folded with another sym-
1111 q bol. In our algont_hm, for a symba , we creete a new symbol
s associated with a codg'  such thedt = el for I>k and
T T T T T T e T e'ik = e'j‘. In case of a class violation, we try to fold this new
r3ﬁ(-5=‘ - _./(_:\)\ symbol as done previously. If folding cannot be done, the symbol
a—-0 [N s NPl 72 is not split.
b—01 g I W
c—»11 '\(’a-- i,
1=
: . . encode pointer
Figure 10: result after splitting symbol a I* conpstruct r(r)latrix E{ one column at a time */

k=1ton

The encoding in Figure 10 is optimal: r1, r2 and r3 are encoded " k=1
assign_code(  k);

on 1 bit and the assignmentsdo(gq=r1 , q=r2 , g=r3 ) don't
require any additional logic.

assign_code( k) {
6. ALGORITHM sort edges by weight in decreasing order;
foreach edge { ., sis;
We propose a column-based approach (which means that K J_
the encoding matrix can be found column by column [3]). Our  if( eﬁnd ept assigned) {

algorithm without folding and splitting is similar to the one used = &Ko select - bit( )S S
in [1]. A pseudo code of the algorithm with folding and splitting ,f{dass violation) { L
is presented on Figure 11. try_fold( );s try_fold( );} s

l

We consider one bit of the code at the time. For a symbol } .
associated with the code , we consider theéﬁts _ ki()l_,ﬁg, i ?;r:unas itga:]ses&g(megi) {)s. =assigned( , ) S;
., N} wherenis t?/plcally n = (Iogz(N)(] At each iteratiok, K K ] ]
we construct the®R column of the enco ing matrk: the value €= €,
of ek (0 or 1) is assigned in a way that minimizes the distance if(no class violation) {
between the encoded symi®l  and its neighbors in the affinity ) try_fold( );s try_fold( )} s
graph. _ _ else/x  a&d k asgigned */
The assignment is done for the symbols on every edge start- if( e
ing with the edges with highest weights. For the symbols inci- vidlated _edges->add({ , ¥ S;
dent to the edge${ s, }, we are trying to assign the same valug
to both ek ande - However, if the symbas d arealso sort violated edges by weight in decreasing order;
incident to other edges whose weights are higher than the foreach vuolategd edg);/e{ 9 Hs s 9 '
values ofe anc may already be assigned to different values. try_split( ); s try S
Moreover, at each iteration &f the number of symbols having - - !
the same code is also limited. }
Definition 7. An edge{ S, ,s]} is said to beviolatedat iteration k split( ) {
if the valueeek andX  associated with the two symbols incideft— pcreate S s'
to the edge, have dlherent values. e'=e xor(1<<k);
Definition 8. A class violationis defined at iteration k, when if&daSS violation)
more than2”~X symbols have the same code so far. (At iteratio try_fold( )is;
k, we are only considering the k first bits of the codes, since th
other ones haven't been assigned yet). try_fold( ) s {
The rationale for defining class violation is that we ulti- if( [s;t. Proposition 1 verifiedand == ) & €
mately want to distinguish all the symbols. Therefore, in our fold( 5 )S;
greedy algorithm, we have to make sure that, at each iteration of remove S
k, we have less tha®'~ symbols associated with the sam

code. For example fde=(n-1), we cannot have more than 2 sym- Figure 11 algorithm with spliting and folding

bols with the same code.



Example 9.Consider the problem presented on Figure 12. The
associated relation matrix and affinity graph are presented on

Figure 13.
rir2 r3 rd 15 g :gg{ |
N Ny 2 o) ,
r4 —»{b,d} L
5 —{c,d}
Figure 12: encoding problem | encode pointets
abcd Tl
110Qr1
101Qr2 3 5.3
0110r3 a@d
A=10101r4 33
0011r5
1110ql Behavioral
0111 q2 Compiler
Figure 13: relation matrix and affinity graph Netlist
Since we have 4 symbols, we want to encode them on n=2 bits.

At iteration k=1, we assign the valugtob,c and1ltoa,d. The
violated edges area{b}, {a,c}, {d,c} and {d,b} but folding and
splitting cannot be done. For example, for the edgb}{ a

Figure 15: Toolflow for the Synthesis of Pointers in C

Today, SpC supports only pointers to variables and array

cannot be folded with (resp.c) because both symbols are in the€lements. Nevertheless, our algorithm for pointer encoding could

point-to set of1 andqgl(resp.r2 andql).
At iteration k=2, we assigi®0tob, 01toc, 10toa and1ltod.

be used for pointers to pointers, pointers to functions, and recur-
sive data structures as well.

All the edges are violated and some symbols can be split. The The heuristic algorithm described in Section 6 has been

variablea can be split and the new symbol can be folded with
d. The variabled can also be split and the new symdbolcan be
folded witha.

implemented and applied to some test cases. The results are illus-
trated in Table 1 and have been obtained as follows. The register
file as well as the logic necessary to translate the values of the

Finally, we end up with the encoding on Figure 14 in which alpointers has been synthesized using Synopsys Design Compi-

the constraints are verified.

ql,q2
a1
b — 00 rad jad, -
c—01 rl,rd, (1 | o U2r
d—1- ||_|__|_ :]/I
b |Cl,’
\~ 42
B—<---7

Figure 14: encoding after splitting and folding

7. IMPLEMENTATION IN SPC

ler™ and the tsmc.35 library. We present the results for three dif-
ferent schemes.

First we present the results for a straightforward minimum-
length encoding of the symbols. In this suboptimal encoding,
each variable in each point-to set is simply associated with a
number (0 for the first variable, 1 for the second variable, etc...).
The number of bits used to encode each tag is then minimum but
the size of the circuit which translates the values of the pointers
is not.

The second scheme is the implementation of the algorithm
without splitting and folding. The size of the circuit translating
the values of the pointers is then reduced. However, the number
of bits used for the encoding is not always minimal, which leads

~ In[13], we presented SpC a solution for the synthesis @ |arger decoding circuits (combinational area) and more regis-
pointers in C. The toolflow is presented on Figure 15. Our implgarg (non-combinational area).

mentation takes a function with pointers in C and generates a
module in Verilog. This module can then be synthesized USir\‘Hith

Finally, the last column shows the results for the algorithm
folding and splitting. The length of the codes is then close

the Behavioral _Compilé'}." of Synopsys. The translation from C .o the minimum and the size of the combinational circuit is
to Verilog consists of different passes. After the front-end, Wduced, which gives better results.
inline the functions and perform the pointer analysis. Then the

aliasing information is used to remove and optimize pointers
the following order:
- define the point-to-set of each pointer;
- replace théoadsandstores
optimizeloadsandstores
- encode pointers;
- dead-code elimination.

min. length |simple algorithn| spit and fold
example P | N

combin, non-c. [combin| non-c. [combin{ non-c.

testl | 5| 5| 1215| 2756/ 1211 3307 1069 27H6

(o]

test2 | 7| 4| 1119| 2447 134¢ 2723 100 2447

test3 | 9| 7| 3747| 4960 3666 5236 3325 4960

The intermediate code without pointers is then translatedTable 1: results after synthesis and optimization using tsmc.35

into Verilog.

library: combinational area and non-combinational area in library
units.
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