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Abstract
Technology scaling is now struggling to meet the expectations dictated by Moore’s Law due to

complexity and cost. In particular, interconnects have become a major performance bottle-

neck for planar chip multi-processors and are rapidly dominating die area and power dissipa-

tion. These limiting factors need to be addressed at the architectural level. A promising option

explored in the last few years are Three Dimensional (3D) architectures exploiting Through

Silicon Via (TSV). In fact, TSV interconnects have the potential to reduce the interconnect wire

length and, at the same time, offer high vertical connection density.

In the last decade several groups in both academia and industry have developed their own

TSV technology exploiting different designs, fabrication techniques and materials. Given the

diversity of the parameters characterizing TSV technology, the choice of the most appropriate

3D interconnect for a specific design is of utmost importance. Nevertheless, the silicon area

overhead due to the TSV insertion and the non-negligible TSV capacitance might hinder the

performance improvements offered by 3D-ICs. Hence, the IC designers are now required to

find circuit design techniques that fully exploit the potential of the available 3D interconnects.

This dissertation discusses circuit design solutions for cross-chip communication through

state-of-the-art TSV channels. Different TSV channels and interconnect topologies have been

explored with the aim of achieving the area, power and performance requirements of 3D-

stacked systems. More specifically, the contribution of this thesis consists of proposing design

solutions to leverage the high bandwidth and low-delay connection provided by TSV links

minimizing the cost in terms of silicon area and capacitance.

A silicon-proven analytical model of the TSV channel is presented, which provides good

correlation between simulations and chip measurements. The model is then extensively

utilized to emulate the 3D I/O links while designing the interconnect circuits.

The following parts of the thesis aims to demonstrate the efficiency of different 3D intercon-

nection topologies in complete systems. A configurable network architecture exploiting a fully

parallel TSV bus is proposed. The goal is to create a system composed of a cluster of process-

ing elements, placed on a logic layer, and multiple layers of SRAM modules constituting a

single shared L1 memory. The performance of a shared-L1 memory critically depends on

the architecture of the interconnect between processors and memory banks. The required

low-latency communication is achieved by a 3D logarithmic network structure. This archi-

tecture shows significant improvements in both area and latency compared to the planar 2D

implementation.

Nevertheless, a parallel TSV bus is still extremely area consuming. In order to balance inter-
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Abstract

layer bandwidth offered by TSVs and their silicon area occupation, a high data-rate 3D serial

link is proposed. The high-speed serial 3D link optimizes both the inter-layer communication

speed and the interconnect area occupation, still guaranteeing low-power communication.

The proposed serializer-deserializer (SERDES) circuits have been explored across a variety of

state-of-the-art TSV technologies.

A modular 3D stacked multi-processor platform, 3D-MMC, featuring the 3D serial connection

macro has been designed to demonstrate the potential of the proposed interconnect topology.

The analysis of the systems’ wiring characteristics demonstrates that the reduction in the

number of TSVs obtained with the adoption of the serial vertical connection improve the

routing congestion of the 3D system.

In the final part of this dissertation, a test vehicle based on the 3D-MMC architecture is

presented. A prototype of the 3D multi-processor system has been designed, fabricated and

tested. The final 3D system has been obtained by stacking Known Good Dies(KGD) using

an in-house via-last TSV process. The experimental results obtained from simulations and

measurements on the fabricated samples demonstrate that the system exhibits multiple Gbps

vertical data bandwidth while limiting the number of TSVs.

Finally, the thesis is concluded with a summary of the contributions and a discussion on the

future work.

Key words: 3D ICs, Through Silicon Vias TSVs, Chip Multi-Processors CMPs, high speed serial

links.
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Sommario
L’aumento della complessità e del costo legato alla riduzione delle dimensioni della tecnologia

CMOS stanno rendendo sempre piú difficile rispettare le aspettative dettate dalla legge di

Moore. In particolare, le interconnessioni sono diventate una delle maggiori cause limitanti

per le prestazioni dei multiprocessori planari e stanno rapidamente dominando sia l’area

che il consumo di potenza dei chip. Questi fattori limitanti devono essere affrontati a livello

architetturale. Una promettente opzione esplorata negli ultimi anni sono le architetture

tridimensionali che utilizzano le interconnessioni attraverso il silicio, TSVs. Infatti, le TSV

hanno la caratteristica di ridurre la lunghezza delle interconnessioni offrendo allo stesso

tempo un’alta densità di connessione verticale.

Nell’ultimo decennio diversi gruppi sia in accademia che in industria hanno sviluppato

la propria tecnologia di fabbricazione delle TSV utilizzando differenti design, techniche e

materiali. Data la diversità dei parametri che caratterizzano le tecnologie TSV, la scelta della

tecnologia piú adatta per un particolare design é di primaria importanza. Nonostante ció,

l’aumento dell’area dovuta all’instanziamento delle TSV e la loro capacità parassita non

trascurabile potrebbero offuscare i benefici offerti dalla tecnologia 3D. Di conseguenza, nuove

tecniche di design devono essere esplorate per sfruttare al massimo le potenzialità della

tecnologia 3D. Questa tesi propone soluzioni circuitali per la comunicazione tra diversi chip

attraverso le TSV disponibili oggi. Varie TSV e topologie di interconnessione sono state

esplorate con lo scopo di raggiungere le aspettative sulle prestazioni promesse dalla tecnologia

3D. In particolare, il contributo di questa tesi consiste nel proporre soluzioni per ottimizzare il

compromesso tra l’alta banda e la velocità delle TSV riducendo al minimo il costo in termini

di utilizzo di area e capacità parassita.

Come prima cosa viene presentato un modello analitico delle TSV validato da misure su silicio,

garantendo quindi una buona correlazione tra simulazioni e misure. Il modello viene quindi

ampiamente utilizzato per emulare il link 3D durante il design dei circuiti di interconnessione.

La parte seguente della tesi ha come scopo dimostrare l’efficienza di diverse topologie di

interconnessione inserite in sistemi completi. Viene proposta un’architettura di network

combinatoria che utilizza un bus parallelo di TSV. Lo scopo è di interconnettere un sistema

composto da un gruppo di processori localizzati su un layer di logica, ad una memoria

condivisa di primo livello composta da vari layer occupati da blocchi di SRAM. L’architettura

dell’interconnessione tra processori e memoria è un fattore critico per le prestazioni di una

memoria di livello 1 condivisa. La comunicazione a bassa latenza viene ottenuta tramite una

struttura di network logaritmica in 3D. Questa architettura mostra un incremento significativo
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Abstract

sia in termini di area che latenza se comparata all’implementazione planare in 2D.

Ció nonostante un bus parallelo di TSV occupa una porzione significante di area. Un 3D link

seriale ad alta velocità viene quindi proposto per bilanciare la bandwidth offerta dalle TSV

e la loro area. Il 3D link seriale ad alta velocità ottimizza sia la comunicazione tra layer che

l’occupazione di area, garantendo allo stesso tempo un basso consumo in potenza. I circuiti

di serializzazione-deserializzazione sono stati esplorati per diverse tecnologie di TSV.

Un multi-processore modulare tridimensionale, 3D-MMC, che utilizza una connessione inter-

layer seriale è stato progettato per dimostrare le potenzialità della topologia proposta. L’analisi

delle interconnessioni del sistema dimostra che la riduzione del numero di TSV ottenuta

attraverso la serializzazione riduce la congestione del routing.

Nella parte finale della tesi viene presentato un prototipo che si basa sull’architettura 3D-MMC.

Il prototipo del multi-processore 3D è stato progettato, fabbricato e testato. Il sistema 3D finale

è stato ottenuto mettendo uno sopra l’altro i chip testati funzionanti, interconnettendoli con

un processo di fabbricazione delle TSV sviluppato in-house. I risultati sperimentali ottenuti

dalle simulazioni e dalle misure sui chip fabbricati dimostrano che il sistema puó arrivare a

funzionare a diversi Gbps di bandwidth verticale limitando il numero di TSV.

Infine, la tesi si conclude con un sommario dei contributi scientifici ed una discussione sul

lavoro da sviluppare in futuro.

Parole chiave: 3D ICs, Through Silicon Vias TSVs, Chip Multi-Processors CMPs, high speed

serial links.
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1 Introduction

Since 1965, with the postulation of Moore’s law [1], the integration density has been increasing

continuously thanks to the aggressive scaling of process technology. At the same time, the per-

formance gains enabled by scaling have been gradually challenged by on-chip interconnects.

As the request for increased performance and computing power rise, hundreds of millions of

transistors are placed on a single chip occupying more and more area, but the realization of

large dies impacts the global interconnects length, as well as reliability and manufacturing

yield. At the same time, as feature size decreases, the cross section of the metal wires also

shrinks.

Despite the advent of low-resistivity materials for the on-chip wires, the decrease of their

cross-section area, A, due to scaling and the increased wirelength, l , are causing a rise in the

Figure 1.1: Delay of Metal 1 and global wiring vs. technology node [2].
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Figure 1.2: 3D interconnect roadmap by IMEC.

resistance R = ρ l
A . In addition, as the aggregated interconnect length increases since more

wires are being used in each layer and more metallization layers are being added, their delay

t = l
2 RC l 2 becomes dominant over the gate delay. Figure 1.1 depicts the delay of local and

global wiring in future generations. The length of local wires usually shrinks with traditional

scaling, hence the impact of the lower metal layers delay on performance is minimal. On

the other hand, global interconnects are impacted the most by the degraded delay. Even

though the insertion of repeaters can improve the delay in global wiring, this approach

causes a significant increase in power consumption as well as the need for increased chip

area. Furthermore, interconnect delay is just a part of the problem: as the clock frequencies

continue to climb, any increase in interconnect loading significantly increases the power

consumption of the ICs.

This dissertation focuses on the advantages of 3D stacking applied to microprocessors and

related integrated microprocessor systems where more than 30% of the power can be con-

sumed in backend interconnect wire [3]. In general, microprocessors are driving towards lower

power consumption, increased performance, reduced form factor and increased integration.

With 3D integration, multiple strata of different types can be stacked with a high bandwidth,

low latency and low power interface. Additionally, wire reduction using 3D provides new

microarchitecture opportunities to trade off performance, power and area.
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Figure 1.3: Samsung PoP technology.

Figure 1.4: Intel Co-PoP technology.

1.1 From 2D to 3D ICs

During the last years several options have been studied as promising solutions for overcoming

the interconnect bottleneck and continue the "More-than-Moore" trend [4]. An overview of

the evolution of the interconnect and packing solutions studied by IMEC is shown in Figure 1.2.

1.1.1 System in package

A first step was taken with the advent of the System-in-Package (SiP) assemblies, which can

be defined as an assembly of naked or packaged dies mounted on the same main package

either in a 2D or a 3D manner. Integrating all the critical components within a package rather

than on a Printed Circuit Board (PCB) significantly contributes to system miniaturization and

communication bandwidth. Additionally, another advantage of the SiP is that each die can be

implemented using the most appropriate technology process.
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For 2D SiP, the dies are connected through the metal interconnects on the SiP substrate. In

case of 3D SiP, the interconnections through the z-axis can be implemented in different ways,

such as wire bonding, vertical interconnects along the periphery, or long and wide, low density

vertical interconnects.

In the case of a SiP mounted on another SiP, the system is referred to as a Package-on-Package

(PoP). Samsung devices, such as Samsung’s Exynos 4210, already exploit PoP technique in

order to integrate a logic layer at the bottom with memory layers at the top, as in Figure 1.3.

Each die can be selected, tested independently and then assembled. This approach offers

significant benefits, such as reduced physical size, high-density I/Os and high heat dissipation.

Also Intel has officially disclosed his Co-PoP solution, shown in Figure 1.4, at the Intel Devel-

oper Forum of 2012. Intel supplies bottom package, while customers can select the desired

memory to be placed on top. A product already using this approach is the Atom Z2460.

1.1.2 2.5D IC

A further step towards a more compact integration was enabled by the usage of a silicon

interposer. A Si-interposer is a double sided die with no active devices that is used to connect

the active dies among each other, while the metallization layers on the top and bottom faces

are connected with Through Silicon Vias(TSVs). 2.5D ICs can be defined as an assembly of

dies placed on a silicon interposer.

A successful product exploiting this technology was put on the market by Xilinx in 2011. The

Virtex7 2000T is still the world’s highest density FPGA, delivering greater than 2X the capacity

and bandwidth offered by the largest monolithic devices [5]. A simplified cross-section of the

Virtex-7 2000T FPGA is depicted in Figure 1.5: 4 FPGA are flip-chip bonded to the Si-interposer

integrating 2 million logic cells, 6.8 billion transistors and 12.5 Gb/s serial transceivers on a

single device. The system is optimized to reduce power dissipation, for noise isolation and to

achieve high yield.

1.1.3 3D IC

Although 2.5D integration gained popularity because of the and its technological feasibility,

it might still not be sufficiently effective for several high performance applications. With 3D

integration, multiple dies can be directly stacked in top of each other and interconnected

through TSVs so that they function as a single device. 3D ICs have the potential to provide

significant advantages over traditional planar circuits without the need of any interposer.
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Figure 1.5: Virtex-7 2000T FPGA from Xilinx.

3D opportunities

The motivations driving the extensive research on 3D ICs are basically three: form factor, per-

formances and heterogeneous integration. Folding a chip into a 3D configuration drastically

improves the form factor since the same number of transistors can be integrated within a

smaller area with respect to a 2D implementation. As a consequence of the higher packing

density, the average interconnect length improves [6], which directly translates into a reduc-

tion of the RC delay boosting the system performance. Reducing the interconnect length also

lowers the number of repeaters along the lines, hence the power dissipated to ensure signal

integrity and propagation.

While traditional 2D System-on-Chip(SoC) struggles to reach the bandwidth demand of next

generation computing device due to pad number limitation, the low parasitic, high vertical

connect density provided by TSVs can potentially provide TB/s data bandwidth. Hence 3D

technology has the potential to replace traditional off-chip signalling technology, in particular

improving memory communication bandwidth.

The possibility of integrating heterogeneous technologies in the same system is also a main

advantage of 3D ICs. For instance, DRAM and processors can be integrated in the same

system helping to overcome the memory to processor performance bottleneck that plagues

2D ICs. Also the possibility of fabricating analog and digital circuits separately with different

technologies and then stacking them is an interesting opportunity to optimize the functionality

of each block and avoid problems related to noise.

3D challenges

The benefits offered by the third dimension still have to be unlocked by overcoming several

challenges, starting from design methodologies at the front-end until the mature manufactur-

ing processes at the back-end.
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Figure 1.6: Micro-channel based liquid cooling test vehicle from a collaboration between EPFL
and IBM, courtesy of LSM.

• Manufacturing technology - Since TSV fabrication technologies are not yet mature,

reliability is expected to be a limiting factor for 3D IC performance and yield [7]. For

instance, unsuccessful wafer alignment during the bonding process and handling of

very thin silicon wafers are the primary mechanisms of TSV failure, with a minimum TSV

diameter of 1.2 µm reported in the open literature [8]. The characteristics of the vertical

interconnects are fundamental to enhance the performance enough to compensate the

cost of this new technology.

• CAD tools - Although it is possible to design 3D ICs with the available Computer Aided

Design(CAD) tools by ad-hoc techniques which mostly consist of a divide-and-conquer

approach. The design of a 3D IC is a challenging and risky task due to the lack of

industry-standard CAD tools to automate the process. The CAD community is required

to develop automated solutions for partitioning, floorplanning, placement and routing

of 3D designs. Lately, leading companies in the CAD domain, such as Cadence [9] and

Synopsys [10] have started proposing the first solutions for 3D IC development.

• Power density - Even though the system power consumption is expected decrease, the

high packing density and the lack of heat conduction paths will translate in a great

increase of the power density. The thermal dissipation of the tiers far from the heat sink

is expected to be a major concern, especially for power consuming applications. Several

options have been studied to mitigate the effect of vertical integration, such as liquid

cooling using micro-channels [11] [12] shown in Figure1.6, thermal vias [13] [14] [15]

or, in case of multi-processor systems, software solutions like scheduling algorithms

performing thermal-aware task migration [16].

• Testing - The testing strategy required by 3D stacked system is significantly more com-

plicated than the traditional testing methodology for 2D ICs. Ideally, each die, or system,

should be tested functional at each step. First, a pre-bonding test should identify Known

Good Dies(KGD). Then, after stacking each layer, a mid-bond test of the system should
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be performed to guarantee that the system is still working before stacking another layer.

Finally, the post-bond test should identify the functional system. Depending on the

design, it may be extremely challenging to test all the layers before the bonding process.

For Example some of the dies may not have real signal pads since their Input/Output(I/O)

signals are transmitted through TSVs. Missing testing steps can cause a noticeable de-

crease of the final yield. R&D groups have, and still are, dedicating a lot of effort to find

testing solutions and several design-dependent solutions have been proposed, however,

the definition of a testing policy for 3D ICs is still in progress.

3D architectures

Depending on the type of layers stacked, the 3D system can be categorized within one of the

following topologies.

• Memory on Logic generically includes stacking cache, main memory or strata with

similar functions onto a logic device and has been one of the most studied architectural

choice for 3D ICs. Some of the advantages of increasing the on-die cache capacity

by stacking are increased performance by capturing larger working sets, reduction of

off-die band-width requirements by accessing more data on die instead of externally,

and reduction of system power by reducing bus activity through fewer main memory

accesses.

In December 2011, JEDEC Solid State Technology Association announced a new stan-

dard for Wide I/O mobile DRAM which uses chip-level 3D stacking with TSV intercon-

nects and memory chip directly stacked upon a System on Chip(SoC). The Wide I/O

standard was released in order to meet the industry demands for increased level of

integration, as well as improved bandwidth, latency, power and form-factor [17].

Based on the JEDEC standard, the WideIO Memory Interface Next Generation (WIOM-

ING) was presented in 2013. The 3D system, shown in Figure 1.7, was developed from

the cooperation among ST-Microelectronics for SoC wafers manufacturing and assem-

bly, CEA-Leti for middle end process steps and ST-Ericsson for electrical test and project

management. The stacked dies are connected by TSVs with a diameter of 10µ and a

pitch of 40µ, drilled in the SoC die.

At the end of 2013, also Samsung moved from PoP to TSV based 3D technology by

presenting its Widcon technology. The structure, depicted in Figure 1.8, brings better

energy efficiency and higher bandwidth, up to 17GB/s.

Again Samsung, as part of a consortium with leading companies like Micron and IBM,

released the DRAM Hybrid Memory Cube (HMC)in 2013. The goal is to break the mem-

ory wall by removing the logic transistors from each DRAM die and then stack them on

top of a small logic die, which takes care of buffering and routing from/to the memory

banks. This centralized logic driving a stack of 8 memory dies allows for higher and

more efficient data rates, up to 320GBps, while consuming 70% less energy than DDR.

7



Chapter 1. Introduction

WIDE IO DRAMWIDE IO DRAMWIDE IO DRAMWIDE IO DRAM

SoCSoCSoCSoC

����----padpadpadpad

BGABGABGABGA

Cu pillarCu pillarCu pillarCu pillar

WIDE IO DRAMWIDE IO DRAMWIDE IO DRAMWIDE IO DRAM
SoCSoCSoCSoC

WIDE IO DRAMWIDE IO DRAMWIDE IO DRAMWIDE IO DRAM

WIOMING Technology

Face to back flowFace to back flowFace to back flowFace to back flow

65nm SOC 65nm SOC 65nm SOC 65nm SOC 
floorplanfloorplanfloorplanfloorplan

TSV
80µm

Cu Cu Cu Cu µpillarpillarpillarpillar

Figure 1.7: WIOMING chip from ST-Ericson, ST-Microelectronics and CEA-Leti.

Figure 1.8: Widcon technology from Samsung.
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Figure 1.9: 2.5D+3D IC. Courtesy of Hsien-Hsin Lee.

• Logic on Logic A different approach is called logic-on-logic stacking and involves split-

ting a logic area between two or more strata. In particular, partitioning a microprocessor

into multiple layers to reduce interconnect length. Block level partitioning is the sim-

plest and most effective solution to rearrange a design onto multiple layers. Since the

performance improvements linked to the 3D arrangement are directly dependent on

the inter-strata via pitch and size, the via density limits the granularity at which a sys-

tem can be divided. Block level of logic-on-logic stacking enables blocks to be moved

closer in proximity, thus reducing the inter-block latency and power. The potentiality of

this approach was explored by Morrow et al. [3] by splitting an Intel Pentium 4 family

processor into two layers. Focusing on the layout arrangement of known performance

sensitive pipelines several pipestages can be removed, eventually resulting in removal of

approximately 25% of all pipestages. A 15% performance improvement from reduction

of instruction execution latency and a 50% footprint reduction were demonstrated.

A further optimization can be envisaged by exploiting both the benefit of 3D integration

and the interposer technology. This approach can be defined as 2.5+3D and is depicted in

Figure 1.9. The Si-interposer can be used in order to integrate multiple 3D stacked system and

2D ICs. This approach is promising since it combines the extreme integration density and

bandwidth offered by the 3D stacking technology with the ones of the 2.5D solution, such as

better thermal management.

1.2 Objectives and contributions

3D-ICs can offer superior performance improvements over 2D equivalent. Nonetheless there

are still several issues related to 3D design that need to be addressed before this technology can

be widely adopted from the IC industry. This thesis work focuses on the two major TSV-related

9



Chapter 1. Introduction

challenges that can limit the benefits offered by 3D stacking technology: TSV area and delay

overhead. According to the ITRS roadmap [2], TSV diameter will drop below the µm scale,

remaining confined to 2-4 µm for 3D-SoC. A TSV occupies a huge amount of silicon area

compared to metal via in sub-micron technologies, which can turn into a reduction of the

wirelength benefit of 3D-ICs. TSV parasitic capacitance is small compared to long on-chip

interconnects. However, whenever a design is simply partitioned and folded in 3D without

further optimizations, just a part of the intra-layer signals experience a real length reduction,

while the rest may cope with a delay overhead compared to the 2D implementation. The

eventual delay overhead on the 3D signal paths should be compensated by the insertion of

buffers. Nevertheless, the additional silicon area required for buffer insertion and the related

power overhead would be the price to pay. The TSV capacitance is dependent not only on the

TSV diameter and height, but also on parameters related to the fabrication process, such as

the oxide thickness and the doping concentration of the substrate. Hence smaller TSVs do not

necessarily have smaller capacitance.

The aim of this thesis is to find design solutions that leverage the high bandwidth provided

by TSV links minimizing the cost in terms of silicon area and capacitance load in order to

meet the design requirements. Depending on the target application, different interconnection

topologies have been explored and several solutions have been envisaged in this thesis.

First, a configurable network architecture exploiting a fully parallel TSV bus is presented.

The architecture of the 3D interconnect has been optimized to be integrated in a 3D stacked

Chip Multi Processor(CMP) featuring a shared L1 memory which provide a convenient shared

memory abstraction while avoiding cache coherence overheads. The performance of the

tightly-coupled processor cluster critically depends on the architecture of the interconnect

between the processors and the memory banks, which should provides ultra-fast access

to the largest possible L1 working set. The proposed 3D network guarantees single-cycle

communication . The 3D implementation and the reconfigurability of the proposed network

expand the storage capability of the system while still guaranteeing single cycle memory

access time. The exploration of the trade-off between memory size and network latency for

different partitioning choices demonstrates the potential of the proposed solution.

Using a TSV for each inter-layer signal may be extremely expensive in terms of silicon area for

designs that require a high number of 3D connections. Moreover, since the TSV fabrication

technologies are not yet mature, it may be required to implement hardware redundancy in

order to improve yield [18], [19], while thermal TSVs have been already proposed to dissipate

the internal heat of the 3D system [13] [14] [15]. In order to reduce the silicon area occupa-

tion exploiting the TSVs’ excellent frequency properties, a high data-rate 3D serial link has

been envisaged. Since 3D interconnects offer a reduced load compared to off-chip channels,

high speed serial transmission through TSVs does not require complex and power-hungry

equalization techniques, achieving high bandwidth with low silicon area and power. Low

power Serializer-Deserializer (SERDES) circuits for inter chip 3D links have been designed and

characterized for a variety of state-of-the-art TSV channels. The proposed serial 3D link has

10
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no performance loss compared to a low frequency parallel 3D link. The effect of serialization

on both area and energy for different TSV technologies has been analysed.

Once integrated in a complete system, the reduction in area demonstrated by the 3D serial

solution also affects the chip routing. A TSV interferes with cell placement and, depending

on the adopted technology, may become a routing obstacle. The reduction in the number of

3D vias obtained with the adoption of the serial vertical connection can relieve the routing

congestion of the 3D system. In order to quantify the benefit of serialization on the routing of

a 3D system, a 3D Modular Multi-Core (3D-MMC) architecture has been designed and used

as a test case. This innovative multi-processor platform is composed of completely identical

stacked chips following a logic-on-logic stacking approach and creating an expandable 3D

network of processing cores to improve performance. Analysis of the routing characteristic of

the placed and routed layouts reveals an improvement in the average wirelength due to the

serialization.

Finally, we present a test vehicle demonstrating the efficiency and applicability of a 3D serial

link in a complete multi-processor system based on the 3D-MMC architecture. The prototype

has been designed, fabricated using a UMC 90nm CMOS foundry process, tested, and the KGD

has been vertically stacked using an in-house via-last TSV process. A comprehensive study

of the system is presented together with a software approach to optimize the applications

execution time. The system exhibits multiple Gbps vertical data bandwidth while limiting the

number of TSVs. The experimental results obtained from simulations and measurements on

the fabricated samples are provided.

1.3 Thesis organization

The remainder of this thesis is organized as follows.

• In Chapter 2, details of TSV fabrication technologies including the state-of-the-art TSV

available from both foundries and research laboratories are presented. The analytical

model of the TSV channel is then proposed and validated with measured in-house and

literature data. This model will be fundamental to designing functional 3D circuits that

meet the expected performance.

• Chapter 3 explores how to interconnect a Memory-on-Logic 3D stacked system. We

propose a configurable 3D-Logarithmic Interconnection Network (3D-LIN) that exploits

a parallel bus of small TSVs connecting multiple memory dies to a logic layer. The

network is based on the 2D mesh-of-tree topology [20] and guarantees low-latency

connection among multiple processing elements and a multi-banked memory.

• Chapter 4 investigates the possibility of producing high bandwidth, low delay inter-chip

connection reducing the cost in silicon area due to the area footprint of the TSVs. An

low power SerDes circuits for inter-chip 3D links is proposed. The area, performance

11
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and energy efficiency of different serialization levels are explored for a variety of state-

of-the-art TSV technologies and 3D systems.

• In Chapter 5 we explore the benefits of the proposed serial vertical interconnection on

the routing congestion for a 3D chip multi-processor systems. To this end, a homo-

geneous multi-core architecture, 3D-MMC, has been designed. We first describe the

architectural features of the 3D multiprocessor platform; then, we present a comparison

between the routing characteristics of the parallel and the serial 3D communication

solutions.

• In Chapter 6 we present a test vehicle based on the 3D-MMC architecture, MIRACLE.

The test vehicle has been fabricated in 90nm UMC CMOS technology and stacked using

an in-house TSV process. The results from a fabricated and tested test vehicle are

presented.

• The conclusions of this thesis work are drawn in Chapter 7.
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2 Through Silicon Vias Technology

With continued technology scaling, interconnect has emerged as the dominant source of

circuit delay and power consumption. As discussed in Chapter 1, 3D stacking technology

offers a promising architectural solution to overcome the on-chip interconnect bottleneck

and integrate more functionality on the same chip. Since 3D architectures started gaining the

attention of the IC community, several vertical communication topologies have been explored,

e.g., TSV technology and contactless solutions like capacitive or inductive coupling.

In capacitive coupled signaling [21], the interplane communication is provided by small metal

plates on different stacked silicon dies which create a capacitive channel. While the capacitor

can be driven by a simple buffer, the receiving circuit requires more complex circuits. The

received low voltage signal needs to be amplified to produce a full swing output. The advantage

of capacitive coupling methods is the simple channel modelling and the low crosstalk due to

a more confined electrical field. However, the communication distance is limited to several

microns. In order to extend the communication range, the voltage across the capacitor should

be increased, hence connecting more than two layers may reveal itself as a challenging task.

Wireless inductive coupling [22] methods rely on the coupled magnetic field between spiral

inductors on the two stacked layers located at the same horizontal coordinates.The signal

propagation is achieved through current pulses which generate magnetic flux inducing an

electromagnetic induction in the receiving coil. With inductive coupling, the communication

distance is not as constrained as for capacitive coupling, and signals can be propagated

through more than two planes. However, the communication strength depends on the current

in the transmitting coil and the coupling coefficient k between the coils, which is proportional

to the coil size of the inductor. Hence, connecting more layers can be achieved either by

consuming higher power consumption or by occupying a larger area.

Nonetheless, TSV-based 3D ICs have emerged as the most promising to achieve the desired

vertical interconnect density. A TSV is a conductive connection between the two sides of a

silicon waver or chip which can transmit a signal from a tier to another. The fabrication of 3D

ICs involves three major processing steps: TSV fabrication, wafer/chip thinning and bonding.
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Capacitive Inter-Chip Data and Power
Transfer for 3-D VLSI
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Abstract—We report on inter-chip bidirectional communication
and power transfer between two stacked chips. The experi-
mental prototype system components were fabricated in a 0.5- m
silicon-on-sapphire CMOS technology. Bi-directional communi-
cation between the two chips is experimentally measured at 1 Hz–
15 MHz. The circuits on the floating top chip are powered with
capacitively coupled energy using a charge pump. This is the
first demonstration of simultaneous nongalvanic power and data
transfer between chips in a stack. The potential use in 3-D VLSI
is aimed at reducing costs and complexity that are associated with
galvanic inter-chip vias in 3-D integration.

Index Terms—AC coupling, capacitive coupling, chip-to-chip
communication, multichip module, proximity communication,
silicon-on-insulator (SOI), silicon-on-sapphire (SOS), three-
dimensional (3-D) integration.

I. INTRODUCTION

THREE-DIMENSIONAL (3-D) integrated circuits are
emerging as a viable technology for information pro-

cessing in high throughput sensor arrays [1]–[4] and massively
parallel computer architectures that benefit from locality of
reference and short interconnects in the third dimension [5]–[7].

The early attempts towards 3-D integration were focused on
multiple tiers with polycrystallized silicon devices [8]. An al-
ternative approach that has emerged in the recent years uses
wafers fabricated in standard CMOS technologies, augmented
with an inter-die via [9]. The bulk CMOS wafers are first thinned
down to about 10- m thickness and then aligned and bonded to
form a multiwafer stack. The whole process poses significant
challenges with bulk CMOS material, and recently an alterna-
tive approach has been demonstrated using silicon-on-insulator
(SOI) CMOS wafers [3]. This has lead to the first multipro-
ject foundry 3-D run at the MIT Lincoln Laboratories [4]. Even
with SOI CMOS wafers the whole process is prohibitively ex-
pensive for mass production and fabrication yields are low. The
advantages of 3-D architecture can also be achieved using vir-
tual vias for through wafer communication. Virtual optical vias
[9], [10] as as well as inductive vias [11] have been reported
for 3-D interconnects. Virtual optical and inductive vias sim-
plify the integration process, as they do not require galvanic con-
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Fig. 1. Three-dimensional prototype for bidirectional communication between
two dies. The bottom die is connected galvanically through bonding pads to
external power supply and signals. The top die features capacitive inter-chip
data and power transfer with no galvanic connections.

nections, but they do not compete with the interconnect density
of metal vias of modern CMOS fabrication processes and 3-D
processes [4]. Capacitive vias offers another potential method
for inter-chip communication. Capacitive inter-die coupling has
been used successfully only to transfer signals [12]–[14], be-
tween dies, circuit boards [15] and multichip modules, while
still requiring electrical connections for both dies in order to
provide the required power supply [16]. These physical connec-
tion are generally obtained using a ball grid array, wire bonds
or probes, all imposing mechanical and cost limitations on the
number and density of data signal connections to the package.

In this brief, we report on the first multichip module that uses
nongalvanic capacitive coupling to provide both bi-directional
communication and also transfer of power between two separate
dies. A prototype was assembled using components that were
fabricated on a commercially available 0.5- m silicon-on-sap-
phire (SOS) process. The proposed 3-D integration technique
does not necessitate any specialized fabrication technique or
equipment. In addition, the alignment of the dies is simplified
by the transparency of the sapphire substrate of SOS dies.

II. SYSTEM OVERVIEW

The prototype consists of two SOS CMOS dies, one acting as
transmitter and one as receiver. The transmitter die (bottom die)
is placed and bonded into a common dual-in-line package. The
receiver die (top die) is flipped and aligned on top of the trans-
mitter die, so that the required capacitive coupling is formed
between metal pads on both dies. Fig. 1 shows the alignments
of the pads between the transmitter bottom circuit and the re-
ceiver circuit. In this demonstration the alignment of the dies
was performed manually under an optical microscope and hence

1057-7130/$20.00 © 2006 IEEE
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Figure 7.6.1: Inductive Inter-chip Signaling (IIS).
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Figure 2.1: (a) Capacitive coupling [21] and (b) Inductive inter-chip signaling [22] for 3D ICs.

The order of these steps may vary depending on the fabrication choices.

2.1 TSV fabrication technologies

TSVs can be categorized in different groups according to the process flow.

• Via First TSVs are fabricated before the Front-End-Of-Line (FEOL) CMOS processing;

• Via Middle TSVs are fabricated after the Si front-end (FEOL) device processing but

before the Back-End-Of-Line (BEOL) interconnect process;

• Via Last TSVs are fabricated after the Back-End-Of-Line (BEOL) interconnect process.

In the case of via first TSVs, the advantage is that tiny and dense TSVs can be fabricated.

However, the conductive material for the filling can just be polysilicon, since metal cannot

withstand high temperatures and would not be compatible with the subsequent steps of the

technological flow. The drawback of polysilicon vias is the higher resistivity compared to

metal vias, which can be a major obstacle for certain applications. On the other hand, via last

TSVs occupy more Si area, but can be filled with low resistive material. Moreover, choosing a

via-last approach is extremely interesting since it allows the fabrication of the planar chip in a

conventional foundry, then the stacking process can be performed separately. TSVs can be

also discriminated depending on the order of TSV processing and 3D-bonding.

In terms of 3D-stacking process, there are 3 possibilities:

• Die-to-Die (D2D) bonding: complete wafers are stacked together before the the single

3D chip are sliced;

• Die-to-Wafer (D2W) bonding: a single die is stacked on top of another die integrated in

a wafer;
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Figure 2.2: Summary of the 3D integration scenarios based on the TSV type [23].

• Wafer-to-Wafer (W2W) bonding: single dies are stacked together.

W2W bonding is the simplest in terms of processing, however, integrating more layers leads to

a yield loss due to stacking untested faulty dies. D2W bonding allows testing the individual

dies before the assembly. D2D bonding is the most expensive solution in terms of fabrication,

nevertheless, it is extremely interesting since the KGD from different foundries can be inte-

grated in a 3D system allowing more freedom in the design. The bonding can be performed

Face-to-Face (F2F) or Face-to-Back (F2B). In F2F processing, the two wafer, or dies, are stacked

so that the top metal layers are connected while TSVs are used for the external I/Os. This

solution provides the shortest interconnects between the dies, nonetheless it is restricted to

maximum two layers. With F2B bonding, on the other hand, multiple device layers can be

stacked together with the top metal layer of one die bonded with the substrate of the other

die. TSVs are used for the inter-layer connections and the system is no more restricted in the

number of stacked dies. The different 3D integration scenarios are summarized in Figure2.2.

Depending on the fabrication process, the physical and electrical characteristics of a TSV

can vary substantially. Although using smaller vias is desirable in order to reduce the chip

footprint, the minimum TSV diameter is limited by the process yield. Unsuccessful wafer

alignment during the bonding process and handling of very thin silicon wafers are the primary

mechanisms of TSV failure, with a minimum TSV diameter of 1.2 µm reported in the open
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(a) (b)

(c)

Figure 2.3: Typical TSV footprint compared to FEOL structures in a 45 nm CMOS process for 5
µm, (a), 2 µm (b) and 1 µm (c) TSV diamater [24].

TSV parameters Intermediate Level Global level
2011-2014 2015-2018 2011-2014 2015-2018

Minimum diameter [µm] 1-2 0.8-1.5 4-8 2-4
Minimum pitch [µm] 2-4 1.6-3.0 8-16 4-8
Minimum depth [µm] 6-10 6-10 20-50 20-50

Maximum aspect ratio [µm] 5:1-10:1 10:1-20:1 5:1-10:1 10:1-20:1

Table 2.1: ITRS roadmap 2011 [2]
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In general, there may be a slightly stronger TSV proximity effect on short channel
devices compared to long channel devices but, overall, the shifts in device parameters
were negligible in all cases. The tail distributions for themeasurements are again due
to non-optimized process uniformity issues. Notably, negligible shifts are observed
even without a subsurface damage removal step. Based on this, it is concluded that
keep out zones will have an insignificant impact on die area.
Multi-strata stacks with TSV were assembled using this die stacking approach,

integrating traditional copper-solder joints and copper-tin-copper thermo-compres-
sion interconnects. Figure 34.19a shows a representative cross-sectional view of a
seven-die stack assembled in a front to back configuration. Figure 34.19b shows the
completed stack including underfill. In this example, each die was about 75mmthick.
More details of the die stacking process can be found in Reference [23]. Finally,
Figure 34.20 shows a 3D stackedMicroprocessor on a SRAMdie prototype fabricated
using the die stacking process and currently in testing at Intel [24]. The image shows
the thin SRAMdie in the center of imagewith themany core processor die stacked on
top and the package connection at the bottom. In this case the two active die are
stacked face to face and the interconnections are made with typical C4-type proces-
sing, including epoxy underfill and solder.

34.4
Conclusions

3D is an exciting new process technology that can provide substantial power and
performance benefits to microprocessors, even with simple design modifications.
This chapter shows some specific examples of how to implement 3D in micro-
processors but more investigation is needed to explore fully what is capable from
microarchitecture, affordability andHVMmanufacturing scalability perspectives. As
shown in several earlier chapters in this book, there are many 3D processes available

Figure 34.17 �Keep-out� zone (KOZ) requirements were
determined by placing TSVs within arrays of discrete planar
transistors.
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A simplified TSV structure shown in Fig. 5.1 illustrates the footprint of  a TSV. The preferred 
via size now is less than 30 µm, eventually, it will go down to 5 µm for memory-on-logic 
applications and even 2 µm for heterogeneous integration. The via size should be as small as 
possible.  The pitch between two TSVs is mainly decided by the bonding technology because 
the bumps are usually larger than the interconnects.  

Aside from the physical dimensions, the Keep-Out Zone (KOZ) or Keep-Out Distance 
(KOD) should also be considered. Because TSVs generate some thermal-mechanical stress to 
the substrate, and the longitudinal and transverse stresses influence the carrier mobility near 
the vicinity of the TSV [16], active devices are not to be placed in the KOZ in order to ensure 
device reliability. A CMOS transistor should be kept about 6.7 µm away from the 20 µm-
diameter TSV [19]. And the KOZ is mainly decided by the diameter of the TSV, rather than 
the height [17].  
 

 
Figure 5.1 The comings of TSV area consumption. 

 

 
Figure 5.2 KOZ for TSVs of different sizes. Courtesy of University of Texas. 

As will be mentioned in Chapter 6, a scaled version of Sun's Rock core in 32 nm 
technology would consume 3.5 mm2

 

 area. If one TSV consumes 40 µm × 40 µm area 
(diameter 20 µm, pitch 40 µm or KOZ 6.7 µm), then the same area for one core can only hold 
about 2200 TSVs. So, for the current TSV technology (20 - 30 µm diameter), finding a 
technique to decrease the required TSV number is of great significance.  

(b)

Figure 2.4: a)Simplified TSV interconnect KOZ requirements and b) KOZ for different TSV
diameters (on the left) and TSV height (on the right) [25].

literature [8]. Note that even a 1 µm2 TSV fabricated in a 45 nm CMOS process occupies

a silicon real estate corresponding to 32 SRAM cells or ≈200 transistors [24] as depicted in

Figure 2.3. According to the ITRS roadmap [2], the diameter of TSVs connecting at the global

interconnect level for the 3D stacking of IP-blocks, will not shrink below 2-4 µm. In the case of

the stacking of smaller circuit blocks, for interconnects at the intermediate level, the minimum

diameter will be limited to 0.8-1.5 µm. A summary of the ITRS roadmap for the TSV technology

is depicted in Table 2.1.

Since TSV fabrication causes tensile mechanical stress around the via hole [26] because of

the mismatch in the thermal expansion coefficient between silicon (2.6 ppm/◦C at 20◦C) and

the metal filling the via, usually copper (16.7 ppm/◦C at 20◦C). After cooling down to room

temperature, Copper contracts much faster pulling the surface of the surrounding silicon

substrate. Hence, the caused stress can result in hole and electron mobility variation, which

may cause performance degradation of the closest devices. For this reason, transistors should

be placed at a safe distance from the TSV so that they are not influenced by the TSV-induced

stress. The logic-forbidden area surrounding each TSV is called Keep Out Zone (KOZ). The
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CEA-LETI IMEC Samsung IBM
[28] [29] [30] [31] [32]

Diameter [µm] 4 5 7.5 20
Haight [µm] 15 25 - 100

KOZ [µm] 3 - - 2
Pitch [µm] 12 10 40 50
RT SV [Ω] 0.3 0.2 0.22-0.24 -
CT SV [fF] 30 37 47.4 200

via-last via-first via-last via-middle

Table 2.2: Fabricated TSV details

Figure 2.5: Overview of the 3D TSV technologies as function of the TSV diameter and aspect
ratio [33].

KOZ is mainly defined by the TSV diameter, rather than the TSV height [25] as depicted in

Figure 2.4b. Previous experiments demonstrated that a CMOS transistor should be kept

around 6.7 µm away from a 20 µm TSV [27].

Table 2.2 summarize the main characteristics available 3D TSV technologies developed by

some of the leading IC companies and research centres such as IBM, Samsung, IMEC, and CEA-

LETI. In particular, in Figure 2.5 [33] the different TSVs are classified among three categories.

The large size TSVs with diameter larger than 10µm are typically manufactured post-foundry

and are compatible with both W2W, D2W and D2D stacking schemes. The medium size TSVs,
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with diameter ranging from 2 to 10µm are manufactured at the foundry and are compatible

with W2W and D2W stacking schemes. The smallest size TSVs, with diameters less than 2µm

are an emerging technology. Even with high aspect ratios, the wafer and die handling are

extremely challenging due to the extremely low thickness. Hence, the stacking is typically

done W2W and the thinning is performed after bonding. Small TSVs are interesting in order to

reduce the silicon area assigned to the vertival connections, however the fabrication challenges

that arise with the shrinking of the TSV dimensions cause a drop in the process yield.

2.2 TSV analytical model

A single TSV can be described by by the metal core resistance Rt sv , the self-inductance Lsel f

and the parasitic MOS capacitor between the TSV and the substrate, as shown in Figure 2.6.

The set of equations, for the model, are given for a cylindrical TSV [34] [35].

The resistance of a TSV is composed by a DC-term and an AC-term due to the skin effect and

can be modeled as:

Rt sv = Rdc +Rac (2.1)

where

Rdc =
ρlt sv

πr 2
m

(2.2)

and

Rac = lt sv

√
πµ f σ

rmσ
(2.3)
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Figure 2.6: Electrical model of a single TSV channel.
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and lT SV is the TSV length, rm the metal radius, f the frequency, µ the magnetic permeability

and ρ the resistivity of the metal.σ the electrical conductivity of the metal. In Equation 2.2 the

bulk Cu resistivity, ρ is process dependent and thus needs to be taken from the TSV process

parameters.

The self-inductance of the TSV, Lsel f [36], is expressed in as a combination of two terms: lt sv ,

and f (b):

Lsel f = lt sv f (b) (2.4)

where

f (b) = µ

2π
ln

(
2b−1 +

√
(0.5b)−2 +1+2b−1 −

√
(0.5b)2 +1

)
(2.5)

and

b = 2rm

lt sv
(2.6)

Although the TSV resistance and self-inductance are small, the terms are directly added to the

complete resistance and inductance of the Redistribution Layer (RDL) used to route signals

between tiers in a 3D stack.

The characteristic of the TSV capacitance versus voltage can be derived from the parasitic

MOS capacitor model. The TSV MOS capacitor is obtained by solving Poisson’s equation in a

cylindrical coordinate system. The electric charge distribution does not vary with the angle

around the TSV, nor along the length of the TSV, hence, taking into account the symmetry of

the system, it is sufficient to solve a 1-D Poisson’s equation in the radial direction. The Poisson

Equation in cylindrical coordinate system with p-type substrate can be reduced to:

d 2ψ

dr 2 + 1

r

dψ

dr
=− ρ

εsi
(2.7)

where r is the radial distance, ψ the potential, ρ the charge density and εsi the dielectric

constant of silicon. It is also assumed that all doping atoms are ionized and that they are the

sole source of electric charge in the depletion layer. Considering the work function of the

metal and the semiconductor equal, the equation becomes:

1

r

d

dr

(
r

dψ

dr

)
= qNa

εsi
(2.8)
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2.2. TSV analytical model

where Na is the doping level around the TSV and q the elementary charge. This approximation

provides a trade-off between simplicity and accuracy. Using the exact charge density improves

the accuracy of the model, but is complexity increases significantly. The surface potential

of the silicon is obtained by integrating Equation 2.8 with the boundary condition that the

surface potential (ψ) and the electric field (E) at the depletion radius Rdep is zero.

ψ(r ) = qNa

2εsi

[
(r +wd )2l n

(r +wd

r

)
− (r +wd )2 − r 2)

2

]
(2.9)

Once the surface potential has been calculated, the equations for the MOS capacitor can be

derived. In the accumulation region, the capacitance is constant and can be expressed by the

logarithmic expression:

Cacc =Cox = 2πεsi lt sv

l n
(

rm+tox
rm

) (2.10)

where tox is the dielectric thickness. As the TSV gate bias increases, the depletion capacitance

acts in series with the oxide capacitance and the total capacitance is the series combination of

the oxide capacitance (Equation 2.10) and depletion capacitance (Equation 2.11):

Cdep = 2πεsi lt sv

ln
(

rm+tox+wd
rm+tox

) (2.11)

Ct sv =
CdepCox

Cdep +Cox
(2.12)

The accumulation and depletion capacitance expressions show that the Ct sv is directly pro-

portional to the length of the TSV and inversely proportional to the TSV dielectric thickness.

In fact, for a thinner oxide Cox increases, hence becoming less significant in the series with

the depletion capacitance. Ct sv can also be reduced by using highly resistive substrate, in fact

lower doping concentrations increase the depletion width, hence reducing Ct sv .

The minimum depletion capacitance is reached when the depletion radius reaches is max-

imum, hence wdep = wdmax . In order to calculate wdmax the maximum surface potential

should be calculated first:

ψs = 2VT ln

(
Na

ni

)
(2.13)

Then ψs can be substituted in Equation 2.9 to obtain wdmax .
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Chapter 5. Through Silicon Vias fabrication and modelling
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Figure 5.4: Comparison of proposed model (solid line), to measured data (squares) and Sdevice
simulation (dashed line) from [6].

type rm[µm] tox [nm] lt sv [µ m] NA[cm−3] Qtot [cm−2]

w/o process variations 2.38 128 20 2 ·1015 6.7 ·1011

with process variations 2.38 118.2 20 3 ·1015 6.7 ·1011

Table 5.1: Parameters used for process variation of Figure 5.5

The dark blue line in Figure 5.4 corresponds to a TSV with parameters different than the

nominal values, reported by Katti et al [6], due to process variations according to table 5.1. The

deviations in this case for the Cox and maximum depletion capacitance, Cmi n , are less than

5%. At the same time V f b and VT are within 10% and 40% of the measurement respectively

and are in line with Sdevice projections. The errors in the V f b and VT are expected and are

due to the charge distribution approximation we made at the beginning of the chapter.

What we observe is that Cox is calculated larger than measured, something we attribute to

variation of oxide thickness which is reduced for our calculation by about 8%. Sdevice model

gives a very good approximation of the Cmi n but still some discrepancy exist, we attribute that

to dopant variation. The most intriguing aspect of the measured values is that the distance

between V f b and VT is large, about 3V, and cannot be explained by the Sdevice model, which

places it at 1.3V. The increased distance of V f b and VT we attribute it to the surface states and

with the analytical model we calculate it at 1.8V. The main shortcoming of the model on this

calculation originates from the approximation we did for the charge distribution in flatband

condition. The important values of the above discussion are sumarized in Table 5.2

120

Figure 2.7: TSV C-V curve computed with Sdevice simulator (dashed lines), measurements
[34] (squares) and the proposed analytical model (solid lines).

rm[µm] tox [nm] lT SV [µm] NA[cm−3] QT OT [cm−3]
without process variations 2.38 128 20 2·1015 6.7·1011

with process variations 2.38 118.2 20 3·1015 6.7·1011

Table 2.3: Process variations

By definition, the MOS capacitor enters the depletion region when the gate voltage pass the

flat-band voltage, while the maximum depletion is achieved at the threshold voltage. The

ideal flat-band voltage is:

V f b =φms (2.14)

where φms is the work function difference between the metal and the silicon. However non-

idealities, such as dielectric charges, trapped charges and interface traps, modify the V f b :

V f b =φms −
2πrox lT SV qQtot

Cox
− 2πrox lT SV qQtotQi tφ(r )

Cox
(2.15)

The expression for the TSV MOS capacitor threshold voltage VT can be calculated from the

link between the surface potential and the applied voltage:

VT =V f b +ψs +
qNaπlt sv [(m + tox +wd )2 − (rm + tox )2]

Cox
(2.16)

Figure 2.7 shows the effect of process variations on the MOS VT , which can cause a shift in

the C-V characteristic of the TSV. In particular, the dark blue solid line corresponds to a TSV
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Figure 2.8: TSV coupling a) directly to ground, b) to a neighbouring TSV.

with the process variations summarized in Table 2.3. Compared to the nominal case reported

by Katti et al. [34], the deviation of the oxide capacitance Cox and the maximum depletion

capacitance Cdepmax are less than 5%. V f b and VT are within 10% and 40% of the measurement

respectively, which is due to the charge distribution approximation used [37].

The equivalent electrical circuit of the TSV is depicted in Figure 2.6: the resistance RT SV

(Equation 2.1) and self-inductance LT SV (Equation 2.4) are connected in series causing the

voltage drop along the interconnected nodes between the top and the bottom tier. The

parasitic MOS capacitor CT SV (Equation 2.12) is connected between the TSV metal core and

the substrate. The potential of the substrate, VS , depends on the nearby structures. Assuming

that the MOS capacitor terminal connected to the substrate is grounded, as in [34], the final

TSV model is depicted in Figure 2.8a.

The model extension including coupling between two TSVs is also shown in Figure 2.8b. The

coupling occurs over the TSVs mutual inductance Lmutual and through the silicon substrate.

The resistance of the substrate can be calculated as:

RSi =
ρd

2rmlT SV
(2.17)

being ρ the resistivity of the bulk. The TSV mutual inductance can be estimated using Equa-

tion 2.4, where

b = 2d

lT SV
(2.18)

Since the Maxwell equations have not been solved, the magnetic induction was not taken

in consideration, hence the model is valid up to a dozen of GHz [38]. Nevertheless, several

groups have demonstrated TSVs working at 20GHz [39], 60GHz [40] and 170GHz [41].
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Figure 2.9: Normalized TSV parasitics a) resistance and b) capacitance.
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Figure 2.10: S21 parameter from the proposed model.

The analytical model demonstrates how the circuit parasitic elements depends on the physical

parameters of the TSV and on the material characteristics. In particular, the effect of varying

diameter and oxide thickness on RT SV and CT SV normalized to the TSV height is shown in

Figure 2.9 for highly doped substrates. We notice that each of the three parameters, rm , tox

and lT SV , significantly affects the TSV parasitics. The capacitance increases almost linearly

for a thinner oxide and for larger diameters. For large diameter TSVs the resistance is almost

constant, but as the diameter approaches the nanometer scale, RT SV has a sharp increase.

The diameter at which this abrupt increase is observed depends on the tox value: for large tox

the resistance increases significantly for TSV diameters smaller than 7µm, while for thinner

oxide RT SV increases significantly for diameters smaller than 2.5µm. The spikes in Figure 2.9a

are just artefacts due to the resolution of the simulation.

2.2.1 Model validation

The validity of the proposed model was first verified comparing it to measured results in the

literature. The MOS capacitance Cox from the proposed model is depicted in Figure 2.7 in com-

parison with the measured results and Sdevice simulations from [34]. The proposed model

gives the same estimation as the Sdevice model and is within 10% of the measurements. The

maximum depletion capacitance is underestimated by 10% compared to the measurements.

Also the cross talk model simulation results are compared to the ones presented in the litera-

ture [42]. Figure 2.10 shows the S21 parameter for the cross-talk of two TSVs. The s-parameter

of the proposed model (red line) can be compared against the one from a model in literature

(green line) [42] and the measured data of a crosstalk emulation model (blue line) [42]. The

plot shows that below 5GHz the proposed model is more accurate.
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Figure 2.12: a) Resistance of 4 rows after 64 resistance measurements [23].
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A test chip was designed to allow the measurement of daisy chains of arbitrary length, as

illustrated in Figure 2.11. The test chip composed by blocks of 900 TSVs in a daisy chain

was fabricated using in-house TSV process [23]. TSVs with 60µm diameter, 50µm length

filled with copper were fabricated and interconnected through Al metal lines. The total

measured resistance is the sum of the series-connected TSVs, the Al interconnections and

the off-chip connections. In order to extract the average TSV resistance, the Al interconnect

resistance is estimated around 1.5Ωbased on its geometry. In Figure 2.12, 64 TSVs in 4 rows are

measured and plotted. Subtracting the total contribution of the interconnections resistance,

the total resistance of a single TSV is calculated as 0.5Ωon average. Impedance and phase

were also measured for frequency up to 30 MHz, due to limitation of the measurement setup.

For the measured frequency range the proposed model parameters are within 10% of the

measurements [37].

2.3 Summary

This chapter sets the background with the state of the art TSV fabrication technologies. The

TSVs physical and electrical characteristics strongly depend on the adopted stacking technol-

ogy. The different TSV fabrication processes are introduced and an overview of the fabricated

TSV from major companies and research institutes is presented.

In the second part of the chapter, compact analytical model is proposed and validated against

simulated and measured results from both literature and in-house fabricated TSVs. The model

allows a quick and accurate exploration of the TSV performances and their impact on the

electronic circuitry of 3D systems.
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3 3D-LIN: a Logarithmic Network for
Inter-Layer Memory to Processor
Communication
A promising option to overcome the barrier in interconnect scaling is the 3D integration of

integrated circuits (3D ICs)[43]. Stacking multiple chips and connecting them by Through

Silicon Vias (TSVs) has the potential to reduce the interconnect wirelength while offering high

vertical connection density. Multi-cores and many-cores processors can benefit from several

characteristics of 3D devices: (a) Wirelength reduction improves the latency of core to memory

interconnects; (b) High TSV density and their small length can be exploited for improving

memory bandwidth when stacking memory layers on top of logic layers; (c) The smaller form

factor due to the addition of a third dimension is essential for moving on-chip the memory

required by the processing elements, therefore avoiding slow off-chip connections.

This chapter presents a configurable network architecture exploiting a fully parallel TSV bus.

The architecture of the 3D interconnect has been optimized to be integrated in a 3D stacked

Chip Multi Processor(CMP) featuring a shared L1 memory, which provides a convenient shared

memory abstraction while avoiding cache coherence overheads. The performance of the

tightly coupled processor cluster critically depends on the architecture of the interconnect

between the processors and the memory banks, which should provide ultra-fast access to the

largest possible L1 working set.

The proposed 3D network guarantees single-cycle communication. The 3D implementation

and the reconfigurability of the 3D network expand the storage capability of the system

still guaranteeing single cycle memory access time. The exploration of the trade-off between

memory size and network latency for different partitioning choices demonstrates the potential

of the solution.

3.1 Problem formulation

Following Moore’s law, the scaling to nanometer technologies has led to a transition from

single-core to multi-core processors, and is now moving towards many-cores architectures

[44]. Whereas hundreds of millions of transistors can now be placed on a single chip leading
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to increased computing power, they cannot be fully exploited due to interconnect latency.

In nanometer-scale technologies, interconnect latency and power do not scale as much as

device geometries, thus becoming a performance bottleneck, as explained in Chapter 1. These

limiting factors need to be overcome at the architectural level.

For many applications, the exploitation of customized accelerators will be the way to obtain

the highest performance, together with more efficient types of interconnect and memory

hierarchies [45]. Shared Level 1(L1) memories are of interest for tightly-coupled processor

clusters in programmable accelerators as they provide a convenient shared memory abstrac-

tion while avoiding cache coherence overheads. Tight Coupled Data Memories (TCDMs) are

used since they yield much higher storage density per unit area, lower power consumption

and lower access latency compared to cache memories [46]. Nevertheless, the performance

of a shared-L1 memory critically depends on the architecture of the low-latency interconnect

between processors and memory banks, which needs to provide ultra-fast access to the largest

possible L1 working set.

For this reason, new interconnect architectures have already been envisaged. For instance,

Network-on-chip (NoC) [47] has been adopted to substitute conventional bus-based systems

when high bandwidth and high speed are required. When ultra-low latency processor to mem-

ory interconnection is requested for parallel computing, novel fast interconnect topologies

are imperative to guarantee the access to the memory in few clock cycles. Several research

efforts are already focused on low-latency, high-bandwidth connection between the process-

ing elements and multi-banked on-chip memories. The Mesh-of-Trees (MoT) Interconnect

Network proposed in [48], the Hyper-core architecture [49] and the single-cycle interconnect

network presented in [20] are just few examples of low-latency networks.

At the same time, the increasing demand for storage capacity is challenging chip designers,

which already make an extensive use of off-chip memories. Nonetheless, the bandwidth of

future processors will continue to be restricted by the limited number of I/Os. According to the

ITRS roadmap, the increase in the number of package pins will be limited by cost and power

constraints, and the additional pins will be mainly dedicated to power delivery. Hence, future

generations of Chip Multi-Processor (CMP) require a major innovation in both integration

technology and on-chip communication infrastructure.

In this chapter, 3D integration is exploited to increase the shared L1 memory size in a modular

fashion by stacking multiple layers of SRAM modules on top of a logic die, hence increasing the

on-chip storage capacity. A fully synthesizable 3D Logarithmic Interconnect Network (3D-LIN)

is presented, the network takes advantage of the 3D configuration and the TSV channels to

guarantee single cycle processor to memory communication. The network is conceived for

connecting a cluster of processing elements, placed on the logic layer, to the SRAM modules

placed on the memory layers. These modules constitute a single, on-chip, shared L1 memory

that can enable fast communication among the tightly coupled processing elements avoiding

cache coherence overheads. The network is configurable in both 2D and 3D-domains and is
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automatically divided between the chosen number of memory layers. In order to reduce the

chip cost, all the memory layers have the same layout and can all be produced exploiting the

same mask. Design automation and configuration of the network allow us to experiment with

different 3D structures, in the search for the trade-off points between speed, footprint and

number of layers.

3.2 State of the art

In the last few years, several studies have been published exploring 3D integration technology

in order to address the high area overhead of SRAM. A proposal from Li et al.[50], focuses

on the L2 cache design and management in a 3D chip. They propose a network architecture

embedded into the L2 NUCA cache memory for connecting it to a collection of cores. A

different approach is followed by Loh, that in [51] considers 3D-DRAM stacked on top of

multi-processors and revises the memory system organization in a 3D context. More recently,

also Woo et al.[52], have explored a memory architecture that exploits TSVs for connecting

the last level cache to the 3D stacked DRAM. The work of Madan et al.[53] instead, takes in

consideration a 3D system composed by a DRAM layer and an SRAM cache banks layer on

top of a processing layer. Considering emerging memory technologies, Mishra et al.[54] study

the integration of STT-RAM in a multi-core system, together with a network level solution for

decreasing the write latency associated with these novel memories.

In order to connect memory and logic placed on different layers, several groups already

explored a methodology to extend NoC design into a 3D setting. The simple extension of tradi-

tional NoC fabrics to the third dimension adding routers at each layer (Symmetric NoC), does

not pay in performance due to the different delay between fast vertical TSV and the horizontal

interconnects. A first proposal has been done by Li et al. [50], with a network architecture

embedded into the L2 cache memory. The use of Time-Division Multiple Access (dTDMA)

buses as ”Communication Pillars” between the wafers is proposed in order to have single-hop

communication amongst the layers. The 3D Dimensionally-Decomposed(DimDe) Router [55],

focus on optimizing of the inter-strata communication with single hop connection between

any two layers. Park et al. [56] propose a Multi-layered on-chip Interconnect Router Architec-

ture (MIRA) divides the NoC between the multiple layers optimizing the micro-architecture

for Non Uniform Cache Architecture (NUCA)-based CMP. A Low-Radix Low-Diameter 3D

Interconnect Network is proposed by Xu et al. [57] which adopts long wires to connect remote

intra-layer nodes and results in a 3 hops diameter network. More recently, Xue et al. [58] uses

long range links to replace multiple short links in order to build a 5 hops 3D interconnect

network for many core processors that exploits the DimDe router. While Ben Ahmed et al.[59]

focus on overcoming the limitations in power, communication cost and throughput of their

2D OASIS-NoC by extending it to 3D.
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3.3 3D parallel computing

Traditionally, the performance of a computer depends on the time required to perform a basic

operation, which is ultimately limited by the clock frequency. Alas, the decrease of the clock cy-

cle time is slowing down. In order to sustain the performance growth demanded by the market,

the computer architecture is moving towards higher levels of parallelism. Parallel computing

relies on the simultaneous use of multiple processing elements to solve a computational

problem. Each processor works on its section of the problem and exchange informations

with the other processing units. Multiprocessor system are widely adopted nowadays, while

many-core systems such as programmable accelerators like Graphic Processing Units (GPUs)

are attracting always more attention.

In parallel architectures, the processor to processor communication can be achieved either

by message passing for distributed memory architectures or through a shared memory, the

two topologies are sketched in Figure 3.1. Shared memory parallel computers vary widely, but

generally have in common the ability for all processors to operate independently but share the

same memory resources. Accessing all memory as global address space is extremely interesting

since it is simplify the memory management and allow the system to have a uniform memory

access time.

The hierarchical level of the shared memory can be chosen depending on the system require-

ments. Scratchpad memories yield higher storage density per unit area, lower power consump-

tion and lower access latency compared to cache memories [46]. Hence, for computationally

intensive applications, using a scratchpad memory can reduce the power consumption of the

system while avoiding the overhead due to cache coherency problems.

Nevertheless, the disadvantage of a shared memory is the lack of scalability between memory

and CPUs. Adding more CPUs or memories can geometrically increases traffic on the shared

memory-CPU path reaching an interconnect bottleneck.

3D integration technology has the potential to overcome this interconnect problem by dividing

the system into multiple layers and using TSVs as vertical connections. In addition, 3D

integration technology offers a promising solution to increase the shared memory size in a

modular fashion.

In this chapter, a shared L1 memory system is folded into multiple layers. Since the system

P PP

network P PP

network

M MM

(a) (b)

M M MM

Figure 3.1: (a) Shared memory and (b) distributed memory architectures.
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performances critically depends on the memory-to-processor communication, the following

sections focus on the architectural and design aspects to extend a 2D network to a 3D low-

latency network infrastructure.

3.4 2D network

The basic 2D-LIN is a low-latency and flexible crossbar that connects multiple masters to

multiple SRAM memory modules (MMs), as depicted in Figure 3.2. The IP is designed and

optimized for sustaining full bandwidth and supporting non-blocking communication be-

tween the Processing Elements (PEs) and the MMs within a single clock cycle. The architecture

of 2D-LIN avoids data replication providing also a simple and fast way for inter-processors

communication and multi-core synchronization. These features makes LIN an interesting

option for interfacing multi-processors to a shared TCDM constituted by multiple identical

memory banks.

In order for the design to be simple and efficient, the interconnect is built following the

Mesh of Trees(MoTs) approach, where the network is created combining binary trees. Each

tree provides a unique combinational path between the processing element cluster and one

memory module, and vice-versa. Aiming to sustain non blocking communication, the request

and the response path must be decoupled, hence 2D-LIN features independent request and

response network.

The key property of this soft IP is the reconfigurability. The user has control on a number of

parameters:

• Number of processor channels, P;

• Number of Direct Memory Access (DMA) channels, D;

• Number of masters (PEs), N=P+D, that is a power of two;

• Number of memory cuts, M, that is a power of two. With a number of MMs at least

double the number of PEs, access collision can be drastically reduced;

• Size of the memory cuts, all the banks should have the same size;

• Data and Address width;

• Enable for word level interleaving, for spreading transactions among all banks drastically

reducing access collision.

• Test and Set bit. This bit act as enable for a test-and-set instruction used to write to a

memory location and return the old value as a single atomic operation.

For the sake of simplicity, in the remainder of the chapter both the processing elements and

the DMAs will be addressed as PEs.
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3.5. 3D interconnect network

3.4.1 Network architecture protocol

The network is created by independent and decoupled Request and Response channel. A

memory access starts with a request issued by a PE through a master port, then, the master

is kept updated on the status of the request by a simple and lean protocol based on a credit

based flow control. Each clock cycle, all the requests from the masters are propagated through

the binary trees. Collisions due to multiple requests directed to the same memory bank

are avoided by Round Robin arbitration performed at each node. The processors losing the

arbitration are stalled. The PE winning the arbitration concludes the transfer in a single clock

cycle in case of a store, whereas, in case of a load, the read data is returned the next clock

cycle. Even though the read operation takes two cycles to complete, it is possible to achieve an

average performance of one clock cycle by pipelining.

3.4.2 Request block

The request block is in charge of collecting all the PE’s requests directed to a specific memory

module (see Figure 3.2). In the simplest case of two PEs, the block is built out of a single binary

tree where the request block is composed by 1 node, being a routing-arbitration primitive.

The number of stages of the Arbitration Tree is a function of the number of masters attached

to it: NUMst ag e =log2(N), N being the number of PEs. Combining several binary trees, the

network can support both generic number of ports and different priorities. Consequently, a

high priority channel for the processors and a low priority channel for eventual peripherals

can be supported. The primitives composing the request block first arbitrate among eventual

requests through a Round Robin policy, then the request from the winning master is routed

to the MM in a combinational way. At the same time, the flow control signals travelling from

MMs to PEs are also managed. Both normal read/write operation and atomic test and set are

supported.

3.4.3 Response block

The response block (see Figure 3.2) is in charge of collecting all the responses from memory

modules which are directed to a specific PE. Therefore, the response block can be considered

as a specular version of the request block. Nevertheless, since the response network is only

used for read operations and the read latency is deterministic (1 cycle), no response collisions

are possible. Hence, the response path does not need any arbitration, and it can be simplified

replacing round robin arbiters with simpler decoders.

3.5 3D interconnect network

Within a standard planar(2D) architecture, when more storage capability or more processing

power are needed, the network size increases, and the single-cycle communication becomes
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LOGIC
LAYER

MEMORY
LAYER 0

MEMORY
LAYER K 

TSV

...

PEs

MMs

Figure 3.3: 3D chip architecture.

Parameter Definition
P Number of processor channels
D Number of DMA channel
N Number of masters (N=P+D)
M Number of memory banks
K Number of memory layers

Nbaddr Width of the address bus
Nbd at a Width of the data bus

Nbl ayer I D Width of the layer identification signal

Table 3.1: Network main parameters.

the limiting factor for the maximum achievable operating frequency.

3D-LIN is the extension of the 2D structure presented in the previous section, to be integrated

in a 3D-stacked CMP. This network topology allows designers to overcome the limitation in

frequency by automatically splitting the 2D floorplan into one logic layer and several memory

layers and stacking them one on top of the other as in Figure 3.3. Moreover, the possibility of

stacking multiple memory layers increases the available storage capability of the system.

All the power-hungry processing elements are placed on a logic layer, close to the heat sink,

while the memory banks, are divided among the memory layers. The network is partitioned

among the layers in an automated way following the assumption that all the memory layers

should have the same identical layout. Each layer automatically auto-configures during

runtime. This permits to reduce the chip cost and the design effort. The M memory banks are

equally divided among K memory layers, where K is a power of 2. Each memory layer contains

ML=M/K memory banks.

Table 3.1 summarizes the main parameters of 3D-LIN.
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Figure 3.5: Cross section schematic of the 3D stacked system.

3.5.1 Network architecture

The possibility of stacking multiple identical memory layers is beneficial in terms of cost,

nevertheless it requires circuit solutions in order configure the stacked memory dies after the

fabrication. For this reason, a unique layer identification signal (layerID) is provided, which

is used by each layer to automatically auto-configures at the system power-up. The layerID

signal is sent from the logic layer, and is composed of Nbl ayer I D =log2K bits. Each memory

layer takes the incoming layerID as its own identifier, and send to the next memory layer the

received signal incremented by one.

Due to the modular architecture, the address space is equally divided between all the identical

memory layers. As an example, if the processor cluster sees a memory space of 1MB, the

address space is addressed by a 10bit signal (Nbaddr = 10). Each of the K memory layers, in

this example K=2, contains 1MB
K = 500kB . Therefore, on each memory layer, 9bit are needed

to address the stored data. Since log2K=1, the Most Significant Bit (MSB) can be used as a layer

selector by comparing it with the layerID, as depicted in Figure 3.6. In the case of a 4 memory

layers stack, the two MSB of the request address will be compared with the two bits of the

layerID and so on.
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ADDR_int

Valid_int
TSV

Nbaddr - log2KNbaddr

log2K

LayerID_int

LayerID_in

TSV
ADDR_in

TSV Valid_in

Figure 3.6: Schematic of the layer selection block.

As described in the previous section, since the response network is only used for read opera-

tions and the read latency is deterministic, no response collisions are possible. As shown in

Figure 3.5, a 2:1 multiplexer controlled by an internally generated selection signal (Valid_out)

is used to forward the incoming signal from the upper layer or transmit the read data from the

MMs to the TSV channel. Since just one layer requires to drive the response TSV bus at each

cycle, no data are lost.

In the 2D network, the Stall signal is critical, because it needs to be asserted much in advance

with respect to the next clock rising edge. Hence, in order to optimize it, the logic that

computes the Stall signals is detached from the main Network connecting PEs to MMs and

placed on the logic layer as a small independent Network, as depicted in Figure 3.4.

During the fabrication process of the 3D-IC, while stacking the dies, the interfaces of the 3D

chip may be vulnerable to over voltage stress induced by electrostatic discharge. However,

experimental results from IMEC [33] indicate that there is no need of ESD protection. This

avoids additional capacitive load on the vertical channel.

TSVs connecting the stacked dies have good electrical characteristics, but their area footprint

is bigger compared to the on-chip metal lines. For this reason it is important to place the

minimum number of TSVs, while still guaranteeing the maximum possible bandwidth. When

the signals traversing the tiers are the direct input and output of the processor, it is possible to

place the minimum number of TSVs dedicated to signal propagation:

T SV = (N c +1+ log2K )+N (N baddr +2N bd at a +N bby teE N +2) (3.1)

where Nc is the number of TSVs for clock propagation, summed to one TSV for the reset

signal, log2K is the number of bits needed for the layer ID. Nbaddr , Nbd at a and Nbby teE N are

respectively the number of TSVs for propagating the address, the data and the byte enable

signals. The maximum bandwidth of the 2D system is:

BWmax = f (
N bd at a

8
)N (3.2)
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Figure 3.7: Solutions for the 3-D clock distribution network [60], (a) H-trees, (b) H-tree and
local rings/meshes, (c) H-tree and global rings.

Hence, the PEs and the small Network for the stall are placed on the logic layer, while each

memory layer has the same layout and contains a Network of cardinality N×M
K and M

K memory

banks (see Figure 3.4). This configuration that minimize the number of TSVs needed for the

signals, still guarantees BWmax also for the 3D implementation.

Stacking multiple dies enhance the issue related to the reliability of the clock distribution,

since sequential blocks belonging to the same clock domain are located on different planes.

The challenges related to 3D clock networks design have already been extensively studied by

Pavlidis et al., [60] [7], which propose several solutions depicted in Figure 3.7. The H-tree

solution has been chosen (Figure 3.7a), which is the topology that provides the lowest skew

[7]. Nevertheless, in order to guarantee the reliability of the clock distribution and maintain

the combinational nature of 3D-LIN, the clock margins have been increased during the clock

tree synthesis phase.

Table 3.2 summarize the main parameters of 3D-LIN versus 2D-LIN. We can notice that in

terms of number of levels of the trees, the first strongly depends on the number of PEs, while

the second is related to the number of MMs. The number of levels directly affects the latencies

of the request network path (PE to MM), and the response path (MM to PE). When connecting

the memory banks, the access time to read the data from the memory is added to the latency

of the response path. 3D-LIN allows us to decrease the number of arbitration levels of the

response tree when implemented on 2 or more memory layers, thus allowing the system to run

at higher frequencies. The number of primitives per layer and in the system give an estimation

on how the area of the network can be reduced by moving to 3D. The main reduction is

encountered for the primitives of the Response Tree, but also the Arbitration Tree diminish.

3.5.2 Network operation

During a read/write operation, the master asserts data and control signals that are sent as

a packet. Some control signals go to the Stall Network that arbitrates possible collision and

eventually sends the Stall signal to the PE within the same clock cycle. The full packet, data
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Table 3.2: 3D-LIN vs. 2D-LIN

2D-LIN 3D-LIN
Number of levels Re-
sponse Tree

log2M log2
M
K

Number of levels Arbitra-
tion Tree

log2N log2N

Number of primitives on
each memory layer - Re-
sponse Tree

log2M∑
i=1

M

2i
×N

log2
M
K∑

i=1

M
K

2i
×N

Number of primitives on
each memory layer - Arbi-
tration Tree

log2N∑
i=1

M × N

2i

log2N∑
i=1

M

K
× N

2i

Number of primitives in
the system - Response
Tree

log2M∑
i=1

M

2i
×N

K∑
j=1

log2
M
K∑

i=1

M
K

2i
×N

Number of primitives in
the system - Arbitration
Tree

log2N∑
i=1

M × N

2i

K∑
j=1

log2N∑
i=1

M

K
× N

2i

and control signals, are also sent through the TSVs to the memory layers. Each memory layer

receives the packet and checks if the request is for a position in its address range. The layer

containing the address lets the packet enter, while the other layers invalidate the request.

When a packet accesses the memory layer containing the requested address, the network

routes and arbitrates the packet among the other simultaneous requests, allowing the higher

priority request to access the memory bank. Write operations are performed in the same clock

cycle, while for Read operations and Test and Set operations, the read data is propagated back

to the related PE in the next clock cycle.

3.6 Simulations and results

This section provides the evaluation of 3D-LIN in terms of area, power and delay. The Net-

work is implemented in System-Verilog and synthesized with Synopsys Design Compiler in

topographical mode using 65nm CMOS technology library from ST-Microelectronics. The

physical synthesis has been chosen to extract the results because it allows the user to floorplan

the design and accurately predict post-layout timing using real net capacitances during RTL

synthesis [61]. The functionality has been verified using Mentor Graphics’ Modelsim.

In this experiment we considered 5µm wide TSV with 10µm minimum pitch and a length of

25µm, which represents the state-of-the-art for high density through silicon vias [33]. The
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Figure 3.8: Floorplan of a 3D system hosting 8 processing elements and 32 memory banks.

TSVs are fabricated after the FEOL processing and prior to BEOL processing. The chosen

technology allows TSVs from the bottom layer to be connected to the lowest metal layer, while

the TSVs to the upper layer are connected to the top metal layer. According to the chosen

dimensions, the TSV’s parasitics have been obtained through the analytical model proposed

in Chapter 2. For the experiments, the parasitics values have been rounded to 20mΩ for the

resistance and 30fF for the capacitance.

The memory banks size should be chosen depending on the multi-core application require-

ments. For the experiments, we chose a case study with memory modules chosen to be SRAM

banks of 8kB, which timing and physical information are provided by the lib file and the

Milkyway database. Each MM occupy 0.06mm2. Regarding the processing elements, dummy

hard macros are used in order to emulate their area occupation. Each PE is considered to be

an ARM CortexM3, which estimated area is around 0.07mm2 for 65nm technology.

All the TSVs for signal propagation are placed in a TSV array located in the center of the chip,

as depicted in Figure 3.8 In view of the fact that any of the PEs can access randomly any of

the memory banks, this solution minimize the standard deviation on the average distance

between PEs and MMs.

Since the memory layers are stacked on top of the logic, the only die accessible from the

outside is the topmost memory layer, therefore the proposed 3D system uses TSVs for I/O

as depicted in Figure 3.9. The I/O signals should be delivered to the processor cluster. This

approach also allows the power to be delivered to all the layers. Since the pad ring is present

on both 2D and 3D design, its area overhead has been omitted for the area analysis.

Unfortunately, the current version of Synopsys DC does not support TSV and 3D stacking, as

a consequence, in the absence of established design kits, the synthesis flow is performed in

several main steps. Starting from the synthesizable RTL description of the network, already

configured with the user constraints, the floorplanning of memory layer is performed. In order

to emulate the TSVs, the time and physical constraints are added. After the physical synthesis

of the memory layer, the back-annotated delays are used to perform the physical synthesis

of the logic layer. Once the floorplan is defined, the logic layer is synthesized considering
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Figure 3.9: Input/Output connections: I/O signals are connected to the logic layer, I/Os for
power delivery are connected to all layers.

the latencies of the stacked dies. These steps are then iterated to meet the desired timing

constraints for the complete 3D-stacked system.

3.6.1 Physical analysis

When moving to a 3D configuration, the original NxM network is divided among the layers: a

small NxM network for the Stall signal is placed on the logic layer, while the rest of the network

that communicates with the memory banks is divided in Nx M
K smaller networks distributed

on each memory layer. We first explore the impact of the 3D partitioning on the network area,

measured as equivalent kgates (nand2), for the following systems:

• 16 PEs and 64MMs.

• 16 PEs and 128MMs.

• 8 PEs and 64MMs.

• 8 PEs and 128MMs.

Figure 3.10 depicts the trend of the total area, that is the sum of the area occupied by the

partitioned network on each layer, for different network cardinalities. We can notice that for

3D-systems composed of 1 memory layer, the total area has a slight increase. This is due to
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Figure 3.10: Area occupied by the network in the 3D system.

the fact that moving from a 2D-system to a 3D-system, the small stall network is added on the

logic layer. Once we reach 3 or more layers, even if the network is replicated on each memory

layer, the area reduction per layer dominates. Since the total number of primitives constituting

3D-LIN is equal to

Npr i mi ti ves =
K∑

j=1

log2
M
K∑

i=1

M
K

2i
×N +

K∑
j=1

l og2N∑
i=1

M

K
× N

2i
(3.3)

the area reduction is expected to be more accentuated for networks connecting a higher

number of MMs.

In a 3D system, however, is important to consider the reduction for each layer, since the form

factor is influenced by the single layers dimension. The area occupied by the network on the

logic layer and the ones on each memory layer is shown in Figure 3.11. Once adding more

memory layers, there is a strong decrease in the per-layer network area. Figure 3.12 shows the

trend of the ratio between the network area and the memory area both per layer and in the full

3D system composed of 16 PEs interfaced to 64 MMs. When moving from a planar design to a

stacked system, the sum of the network areas on each layer is higher than the 2D counterpart,

nevertheless the area per layer decreases.

The configurability of the network gives the possibility to explore the form-factor trend for the

3D multi-core systems with shared L1 memory on top of logic. Given the specification of the

system, the best trade-off can be found in terms of number of layers. In particular, we chose

to analyse the area of the chip(A3D ) normalized to the area of the same chip implemented
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Figure 3.11: Area of the Stall/Valid Network on the logic layer (blue) and area of the data
Network on each memory layer (green) for different number memory layers stacked on top of
the logic layer.
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on a single silicon layer(A2D ) for the following configurations and area occupation of the

memory(Amem) over the area of the planar chip(A2Dchi p ):

• 16 PEs and 16 MMs : Amem
A2Dchi p

=43% ;

• 16 PEs and 32 MMs : Amem
A2Dchi p

=58%;

• 16 PEs and 64 MMs : Amem
A2Dchi p

=70% ;

• 16 PEs and 128 MMs : Amem
A2Dchi p

=79% .

Figure 3.13 depicts the reduction of the area when the chip is designed to stack different

numbers of memory layers on top of the logic layer. When moving from the planar structure,

to a 2-layer structure, the memories and the network are moved to the upper layer, and we can

notice a decrease in the form factor. However, this reduction is still limited due to the size of

the network that, as explained before, does not shrink effectively. In additions, the TSV area

occupation increases the size of both layers. Considering the stacking of two or more layers on

top of the logic, the network cardinality start changing depending on the number of memory

layers, leading to a decrease in its area occupation, while the TSV occupation remains the

same as for the 3D, single memory layer, case. The best trade-off point can be found when the

area of the memory layer is almost equal to the area of the logic layer. When reaching the best

trade-off, the stacking of any more memory layers does not affect the form factor that is now

defined from the area of the logic layer.
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Figure 3.13: Area of the 3D chip normalized to the area of the 2D implementation.

3.6.2 Power analysis

One of the main challenges faced by 3D stacking technology is the power management. Stack-

ing more layers arise new challenges due to an increased power density per footprint, which

may cause temperature to increase beyond the limits, thereby affecting the system reliability.

At the design level, a careful floorplan definition and thermal management techniques such

as dynamic voltage and frequency scaling (DVFS) can help, but are not sufficient. There is a

significant research effort to tackle the power issue at different levels. At the software level

thermal-aware task scheduling policies [16] can be implemented. At the fabrication level, cool-

ing techniques such as inter-layer micro-channel liquid cooling [11] and Thermal-TSVs(TTSV)

[62], [63] can be exploited to remove the excessive heat. Nonetheless, while designing 3D

interconnects, the power consumption should be considered in order to avoid power hungry

solutions.

In this chapter, we do not propose any cooling or thermal management techniques, but we

focus on exploring the power dissipation of 3D-LIN to ensure reliability. The total dynamic

power consumed by the network is depicted in Figure 3.15. We can observe how the trend

for power is correlated to the network area. As the number of blocks to be interconnected

increases, the size of the die affect the wirelength and the power related to wiring start domi-

nating the cell internal power. Hence, the gain in power consumption is more pronounced

for systems with higher cardinality and appears once stacking more memory layers which

reduces both the per-layer network cardinality, and the single layer size.

The power contribution of the different single layers is shown in Figure 3.15. The power

consumed by the stall network on the logic layer is small compared to the consumption of the
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Figure 3.14: Dynamic power consumed by the Stall/Valid Network on the logic layer (blue) and
dynamic power consumed by the data Network on each memory layer (green) for different
number memory layers stacked on top of the logic layer.
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Figure 3.15: Total dynamic power consumption of the network in the 3D system.

network on each memory layer, which is the dominant contribution. As the number of stacked

memory layers increases, the cardinality of the network on each layer is reduced, leading to a

significant gain in power.

3.6.3 Timing analysis

Exploring 3D-LIN in term of latency the following configurations are considered:

• 16 PEs and 32 MMs;

• 16 PEs and 64 MMs;

• 16 PEs and 128 MMs.

As previously discussed, the frequency of the network is limited by the response path that

includes the access time to read a data from the memory bank. However, depending on the

size of the memory module, this access time changes. In our experiments, we explored the

latency of the network when connecting memory banks of 8kB.

In Figure 3.16 and 3.17, both the system latency and the network latency are shown. We can

notice that moving from the planar system to one stacked memory layer, the latency slightly

decreases due to the shorter interconnect. The reduction in delay is more evident for systems

with two or more memory layers, due to the changes in the network topology. The reduction

in delay is more evident in Figure 3.17 considering the network itself, independently from the
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Figure 3.16: System latency: Network delay plus memory access time.

Table 3.3: Latency improvement

16x32 16x64 16x128
system network system network system network

1 memory layer 2% 9% 2% 7% 3% 10%
2 memory layers 6% 22% 6% 20% 8% 24%
4 memory layers 8% 32% 10% 35% 11% 31%
8 memory layers 12% 46% 13% 44% 16% 46%

attached memory banks. The latency of the network shows significant improvement, in the

case of 16PEs connected to 64MMs, the 2D latency of ~42FO4 is reduce down to ~23FO4.

Table 3.3 shows the latency improvements in percentage. The results show that stacking

a single memory layer, the memory access time dominates the decreased latency of the

interconnect and the improvement is only a few percents. However, when moving to two

memory layers, we can obtain already around 8% improvement, reaching 11% improvement

with four memory layers for a network cardinality of 16x128. The benefits are more evident

considering the network alone, independently from the attached memory, achieving 35%

improvement for four memory layers stacked on top of the logic layer.
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Figure 3.17: Network latency.

3.7 Summary

In this chapter, we present a configurable network architecture that can be integrated in a

3D stacked CMP featuring a shared L1 SRAM memory. A TCDM composed of multiple SRAM

memory modules provides a fast and convenient method for inter-processor communica-

tion, avoiding cache coherence overheads. The network guarantees, single cycle, low-latency

communication, therefore, it is well suited for tightly coupled processor cluster which perfor-

mances critically depends on the architecture of the interconnect between the processors and

the memory banks.

The network and the multi processor system has been explored in terms of area, form factor,

power and latency. The benefits obtained by exploiting 3D integration are evaluated. Moreover,

the study also focuses on exploring the performances for different 3D structures, studying the

effects of stacking different number of memory layers on top of the multi-processor logic die.

The physical synthesis results show the best trade off point between the amount of memory

needed in the system and the number of stacked layers. In case of a memory occupation

of 60% of the planar chip, by moving to a system that integrates two memory layers on top

of a logic layer, the form factor is improved more than 60%. In terms of latency, the 16x128

configuration of the network can be improved up to around 24% in case of 2 memory layers,

and 31% in case of four memory layers, leading to a latency reduction for accessing 8kB

memory banks of 8% and 11% respectively. Latency and area improvements come without a

worsening in terms of power. Stacking 2 or 3 layers, the power consumption is kept almost the

same as for the 2D implementation, while starts improving as the number of layer increases.
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4 Design and Analysis of High Speed
Serial Vertical Links

Chapter 3 presents a 3D network interconnecting a system composed of multiple memory

layers stacked on top of a logic layer hosting a cluster of processing elements. The proposed

solution achieves low-latency, single cycle processor to memory communication. Neverthe-

less, the use of a parallel vertical bus requires the placement of one TSV for each inter-layer

signal. Adopting this approach for designs that require a high vertical bandwidth may results

extremely expensive in terms of silicon area.

In this chapter, we present circuit-level design and analysis of low power high-data-rate 3D

serial TSV links. A design space exploration is performed and trade-offs in terms of area,

power and performance are presented. Circuit simulations of RC-extracted layouts in 40nm

CMOS-technology revealed that 8:1 serialization efficiently balances area consumption and

energy efficiency.

4.1 Problem formulation

3D stacking technology is offering many product benefits to SoC and memory: performance

enhancement, product miniaturization and lower power consumption [64]. Dense vertical 3D

interconnects, with potentially thousands of multi Gb/s 3D I/Os, can support very high data

bandwidth. Hence, 3D technology has the potential to replace traditional off-chip signalling

technology to satisfy the bandwidth demand of next generation computing devices.

3D integration is also a promising solution to solve the fundamental challenge of planar chip

multiprocessors (CMP) due to on-chip interconnects not scaling well with technology. In

conventional process scaling, the signal delay time (RC) is expected to increase with tech-

nology node mostly from the increasing resistance of the wires. In addition, the aggregated

interconnect length increases since more wires are being used in each layer and more metal-

ization layers are being added. Hence, exploiting 3D stacking to reduce wiring [6] [65] [66] in

microprocessor systems can lead to a considerable enhancement in performance. Moreover,

wire length reduction in 3D ICs also translates into lower power dissipation in interconnects
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and repeaters.

Nevertheless, 3D integration also comes with many challenges. Since TSV fabrication tech-

nologies are not yet mature, reliability is expected to be a limiting factor for 3D IC performance

and yield [7]. Hardware redundancy [18], [19] is a potential solution to improve yield, yet, the

drawback of connecting multiple TSVs to the same signal is that it increases the silicon area

and RC delay. Furthermore, the need of thermal TSVs to dissipate the internal heat of 3D ICs

will lead to an even greater TSV footprint on each layer [15][67].

Although advanced wafer level 3D stacking manufacturing technology has been demonstrated

featuring 7 µm TSV diameter with an estimated keep out zone (KOZ) of 2um [68] , such TSV

footprint still occupies large silicon area compared to nanometer Back end of the line (BEOL)

structures. Indeed, a 25 µm2 TSV with 5 µm2 diameter it is equivalent to ∼45K transistors in a

45nm CMOS process [24].

In this chapter, high speed serialization over TSV interconnects is proposed. Since 3D inter-

connects offer a reduced load compared to off-chip channels, high speed serial transmission

through TSVs do not require complex and power hungry equalization techniques, achieving

high bandwidth with low silicon area and power. With serialization, TSV footprint can be

kept relatively large, allowing for a thicker substrate and relaxed alignment accuracy making

the fabrication yield viable for industrial exploitation. A low power Serializer-Deserializer

(SERDES) circuits for inter chip 3D links has been investigated running spice level simula-

tions on RC-extracted designs and silicon-proven TSV electrical models, thus providing good

correlation with chip measurement.

4.2 State of the art

Test chips with 3D IC technology have already been discussed in literature. Liu et al. [69]

proposed a compact and low power 3D-IO fabricated in 45nm SOI CMOS which dissipates

only 0.11 mW/Gb/s. Another example is the 3D-DRAM developed by Kim et al. [30] which

adopts a large number of TSVs operating at low frequency to achieve high vertical bandwidth.

The drawback is that parallel vertical inteconnects do not scale well with future CMOS process

generations, due to the poor scalability of TSVs. To address this issue, a TSV serialization

scheme has been proposed by Pasricha [70]. In [70] 3D multicore benchmarks showed that 4:1

serialization on TSV interconnects can save 70% area footprint with negligible performance

and power overhead. More recently, Lasio et al. [71] outlined the benefits of TSV serialization

for 3D Network on chip (NOC) using a cycle accurate NoC simulator. Moreover, Lasio et al. [71]

demonstrated that TSV serialization results in low performance overhead in 3D NoCs based

Multiprocessor System-on-Chip (MPSoC)

Nevertheless, in [71] and [70] the parallel to serial conversion scheme utilizes the same clock

as the parallel data stream, obtaining a reduction of the vertical data throughput. Moreover,
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such reduction increases with the serialization level. The contribution of this chapter lies on

the proposition of a serialization scheme aimed to maintain the same aggregate bandwidth

as in the case of low frequency fully parallel bus. While [71] and [70] are mostly focused on

architectural studies of TSV serialization targeting multiprocessors and 3D-NoCs while this

work presents a circuit level metric to characterize 3D serial links.

4.3 SERDES circuit design

TSVs have excellent high frequency properties, but their area footprint is bigger compared

to the BEOL vias, therefore it is important to place the minimum number of TSVs without

sacrificing vertical data-bandwidth. For this reason, a serializer-deserializer module can be

introduced to optimize the trade-off between bandwidth and number of TSVs in the array.

Serial links have gained attention as promising alternative to standard parallel links for both

on-chip and off-chip communication. Different SERDES connections topologies have been

developed to fit the requirements of different circuits. Table 4.1 summarizes the SERDES

designs available in the literature. Asynchronous data link [72] [73] are used to transfer data

across different clock domains and employ handshake instead of clock signal for operation

control. An acknowledgement signal should be added for each serial channel. System syn-

chronous clocks or source-synchronous clock topologies requires the clock to be transmitted,

while another common timing mechanism for serial interconnects injects a clock into the

data stream at the transmitting side and recovers the clock at the receiver.

The goal of this work is to reduce the number of TSVs in the system. In the proposed high speed

3D serial vertical link, each serial vertical data connection transmit a single-ended signal using

a single TSV channel. N slow speed channels at a frequency fpar are serialized into a high

speed data stream at fser = N × fpar , where N is the serialization level. The high speed stream

is sent through a TSV and deserialized on the receiving layer. Asynchronous connections

would require the addition of a second acknowledgement TSV for each connection, therefore

a synchronous transmission has been chosen. Since the delay due to the TSV is negligible the

clock phases are effectively matched [69], hence the clock can be distributed on each stacked

die with identical distribution networks.

Throughput (Gb/sec) Technology Protocol Transmission
[72] 3.9 180nm asynchronous single ended/differential
[73] 67 65nm asynchronous differential
[74] 8 180nm synchronous differential
[75] 3.2 180nm synchronous differential
[76] 10 45nm synchronous differential
[77] 12 90nm synchronous differential

Table 4.1: SERDES state of the art.
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Figure 4.2: Waveforms describing the SERDES functionality.

The transmitter circuit consists of a serializer (SER) followed by a buffering stage to drive the

TSV. The architecture chosen for the serializer is based on the design proposed by Kurisu et

al. [78]. Figure 4.1a depicts the circuit diagram of the 8:1 SER: the circuit creates a pulse of

width 1/ fser and period 1/ fpar , which is then passed through a shift register synchronously

to the fast clock CLKser in order to produce N shifted pulses. These pulses are then used as

enable signals for a combinational circuit that converts the N parallel signals, ParIN[7:0], into

a serial stream, OUTser , that goes to the buffering stage driving the TSV.

The receiver architecture is depicted in Figure 4.1b for a 1:8 deserialization scheme. The

deserializer (DES) also exploits a shift register in order to produce N shifted pulses of width

1/ fser and period 1/ fpar that act as trigger for N latches. Each latch stores one bit of the

incoming serial stream, INser , until they are resynchronized with the system slow clock,

CLKpar , through the output registers.

The maximum data-rate of the SERDES topology is limited by D-Flip-Flop (D-FF) performance,

hence the D-FF structure should be carefully chosen in order to achieve the required speed

with a reasonable energy consumption. As demonstrated by Alioto et al. [78], Master-Slave(MS)
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TG-DFF

Figure 4.3: Full custom layout view of the 8-bit SER in 40nm TSMC technology.

Serialization Level 4 8 16 32
Area Serializer [µm2] 40.57 80.62 160.53 301.69

Area Deserializer [µm2] 86.82 165.63 260.53 637.51

Table 4.2: SERDES area.

FFs are the most energy efficient FFs in the low energy region. Among the different topologies,

the Transmission Gate Flip-Flop (TGFF), offers one of the best energy-delay product. This

static CMOS design provides robust operation in nanometer CMOS technologies. Therefore,

the TGFF has been used to implement the SERDES.

SERDES circuits have been custom designed in 40nm TSMC CMOS technology. Both SER and

DES have been implemented for different serialization levels: 4, 8, 16 and 32. Table 4.2 reports

the area of the implemented circuits. In particular, Figure 4.3 shows the layout view of the 8:1

serializer circuit.

4.4 Design exploration

In this section, we first explore the trade-off of the proposed technology in order to find the

most convenient serialization level for different TSV channels. The simulation environment

for the evaluation of the 3D serial link includes RC-extracted layouts of the SERDES circuits

implemented in 40 nm TSMC CMOS technology, and the TSV electrical circuit model presented

in Chapter 2. The 3D serial communication circuit was simulated in Cadence Virtuoso at
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Diam [µm] Height [µm] Res [mΩ] Cap [ f F ] Ind [pH ]

5 50 147 18 46

10 50 36 41 36

40 50 7 174 20

Table 4.3: TSV parasitics for different geometries

a supply voltage of 0.9V. Transient simulations on the RC-extracted layouts of the different

SERDES circuits prove functionality of the 3D link at a serial data-rate of 8 Gb/s for all the circuit

topologies. The area and power consumption of the proposed 3D serial link, Figure 4.4(a), are

analysed for different serialization levels and compared to a parallel 3D link, Figure 4.4(b),

with the same aggregate data-rate.

4.4.1 TSV channel

Since the delay due to the TSV is negligible, the clock phases are effectively matched [69].

Nevertheless, the serialized data stream coming from the TSV channel is re-synchronized to

the layer clock domain by the deserializer. This avoids problems due to an eventual inter-layer

skew between the clocks. As described in Chapter 2, the wide range of available TSVs can offer

trade-off options that may be matched for various product requirements. Unfortunately, TSV

fabrication technology is still in its early stage: with the decreasing of the TSV dimensions,

reliability issues limiting the yield are becoming more and more critical. Hence, the impact of

the proposed serialization scheme has been explored for 3D ICs based on the TSV technologies

presented in Table 4.3. 5µm TSVs represent state-of-the-art for high density through silicon

vias [33], 40µm TSVs are a more established technology which guarantees better reliability [2]

while 10µm TSVs provide a fair compromise between the two extreme.
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4.4.2 Area analysis

In a standard parallel 3D link, N-TSVs are used to transmit a N-bits data stream. The proposed

serial link allows the data to be sent through a single TSV channel, however, the area overhead

of the N-bit serializer and deserializer circuits should be explored. Moreover, since the serial

communication works at a frequency N-times faster than fpar , the buffer used to drive the TSV

should be considerably larger than the one used to drive a TSV in a parallel configuration with

a low frequency signal. In order to quantify the advantage of TSV serialization, we introduce

the serialized 3D link area gain (Ag ) as the ratio

Ag = Apar

Aser
(4.1)

where Aser represents the area occupied by the serialization and buffering circuits on the

transmitting layer, the deserialization circuit on the receiving layer and the corresponding TSV.

Apar represents the area of N TSVs and corresponding transmitter and receivers, as depicted

in Figure 4.4(b).

Figure 4.5 shows the trend of Ag serializing 4, 8, 16 or 32-bit for different TSV technologies for

a 2-layer 3D-IC. Experimental data clearly show that the serialization scheme is beneficial for

all the considered TSV technologies. Even for a serialization level of 4-bit, the area of the serial

link is 3-4 times smaller than the area of the parallel counterpart for all the TSV technologies

considered. As expected, the impact of using serialization consistently varies depending on

the TSV dimension. For small footprint TSVs, e.g. 5µm, Ag slowly increases with serialization

rate since the areas of the SERDES circuits are comparable to the area of the TSV.
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Figure 4.5: Ag of the 3D link for different serialization levels.

60



4.4. Design exploration

F
ig

u
re

4.
6:

La
yo

u
to

ft
h

e
im

p
le

m
en

te
d

SE
R

an
d

D
E

S
ci

rc
u

it
s;

T
SV

s
ar

e
re

p
re

se
n

te
d

as
a

sq
u

ar
e

p
ad

w
it

h
a

K
O

Z
o

f2
.5
µ

m
.

61



Chapter 4. Design and Analysis of High Speed Serial Vertical Links

As the TSV diameter increases, its footprint becomes much larger compared to the area of

the transmitter and receiver logic. We can notice that the area saving grows linearly with the

serialization level.

Figure 4.6 depicts the layout of the SERDES circuits together with TSVs of different dimensions,

clearly showing the larger area occupied by the TSVs with respect to the SERDES circuits. The

observed area reduction for serial connections can significantly reduce routing congestion.

Moreover, the reduction of the number of TSVs in a 3D-IC improves both crosstalk and

fabrication yield.

4.4.3 Energy analysis

The observed area reduction comes at a cost: an increase in power dissipation due to the

SERDES circuits. Hence the energy efficiency of the serial 3D link should be evaluated and

compared to the energy of a parallel link. A pseudo random bit sequence (PRBS) was used to

generate the parallel input stream. The energy efficiency of the circuit was extracted averaging

the power consumption over 80.000 received bits. We define the energy cost (Ec ) of serialization

as the energy efficiency of the serial link over the energy efficiency of the parallel link

Ec =
Eser

Epar
. (4.2)

Figure 4.7 shows the energy trend for different TSV technologies: the higher the serialization

rate, the more power is consumed by the SERDES circuits. The energy efficiency of the studied

links are reported in Table 4.4. Even though the power consumption of the serial 3D link
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Figure 4.7: Energy cost Ec of the 3D link for different serialization levels for a 2-layers system.
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is higher than its parallel counterpart, it is still relatively low once compared to off-chip

signalling. For instance, serializing 8-bits over a 10 µm TSV consumes 84 fJ/b, achieving 10

Tb/s bandwidth within a power budget of only 8.4 W. Considering 95 W Thermal Dissipation

Power (TDP) of an high-end desktop processor as Sandy Bridge form INTEL [79], our serial

3D link would provide ultra low power signalling within the 10% of the total TDP as required

by ITRS [80].

Up to now, we have always assumed a 2-layers 3D stack, however in many applications, such

as vertically stacked DRAM, it is desiderable to transmit signals over multiple layers. We

performed an energy analysis on systems composed by M+1 layers, being M the number of

TSVs that a transmitted signal should cross to reach the receiver. In a 3D-IC with more than

two layers, the TSVs are connected serially. When the transmitter drives several stacked TSVs,

the buffer should be replaced by a larger one to compensate for the increased TSV load, which

means a more power hungry circuit. This trend is displayed in Figure 4.8 showing the energy

efficiency for a 8bit SERDES 3D link and how it changes when the signal should cross more

stacked TSVs. Interestingly, a negligible energy cost has been observed for 5 and 10µm TSVs

crossing multiple layers. On the contrary, for 40µm TSVs, the energy grows linearly with the

TSV diameter 5µm 10µm 40µm
Parallel link energy [fJ/bit] 14 19 38

4-bit SERDES energy [fJ/bit] 58 63 93
8-bit SERDES energy [fJ/bit] 78 84 100

16-bit SERDES energy [fJ/bit] 133 131 190
32-bit SERDES energy [fJ/bit] 200 208 350

Table 4.4: Energy efficiency at 8Gb/s per channel for a 2-layers 3D stack.
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Figure 4.8: Energy efficiency of a 8bit 3D SERDES vs the number of crossed layers.
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Figure 4.9: Ag and Ec for (a) 5µm TSVs (b) 10µm TSVs and (c) 40µm TSVs.

number of crossed layers.

4.4.4 Trade-off analysis

In the previous sections we have explored the area and energy impact of the proposed 3D

serial link compared to a standard parallel topology. In order to fully evaluate the benefit of a

serial link with respect to the parallel topology we should consider both Ag and Ec . Since the

proposed scheme guarantees no performance loss, the benefits of serialization for a specific

design can be easily evaluated without advanced architectural studies. Given the specifications

for the power consumption, we can estimate the maximum energy per bit allowed for the

intra-chip communication. Hence, for each design, the best serialization level can be chosen

such that the power consumption of the vertical link does not exceed the one required by the

design specifications.

This study can be considered as a reference for 3D -ICs architects. The graphs in Figure 4.9a,
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4.9b and 4.9c depicts the area-energy trends for each TSV technology in a 2-layer system.

For large TSVs the energy cost due to the serialization is almost negligible with respect to the

area saved by reducing the number of TSVs. Reducing the TSV diameter we can see that Ag

lowers while Ec increases. As discussed in the previous section, despite the power overhead,

the energy per bit still remains low enough to consider the link as low-power. We define the

energy gain as

Eg = 1

Ec
(4.3)

The best trade off between area and energy can be evaluated by finding the serialization

level that gives the most area saved at the minimum energy cost. To the end, the product

Ag xEg plotted in Figure 4.10. The best area-energy trade-off corresponds to the maximum

of the Ag xEg plot. It is interesting to notice that for the TSV technologies considered, this is

independent from the TSV size, with 8-bit serialization level being the optimum point.
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Figure 4.10: Area gain - energy gain product.

4.5 8-bit serial link

The previous section analyses the different serial links versus the parallel correspondent. A

serialization level of 8 has emerged as the best compromise between power and area. In this

section, we analyse the behaviour of the 8-bit serial 3D-transceiver.
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(a) (b)

(c)

Figure 4.11: Eye diagram and jitter histogram for the serializer driving a (a) 5µm (b) 10µm and
(c) 40µm TSV channel .

4.5.1 Jitter analysis

When transmitting digital information, the Bit Error Rate/Bit Error Ratio (BER) defines the

quality of the communication system. The BER can be defined as the number of bits received

in error (Nber r ) over the total number of received bits (Nb).

BER = Nber r

Nb
(4.4)

The test time required to directly measure a low BER is excessively long. Instead, the jitter

can be used to determine the quality of the link. Jitter is defined as the short term variation

of the significant instants of a digital signal from their ideal position in time [81] and is

fundamentally an expression of phase noise. Noise-related issues become particularly critical

in high speed serial data links which have to keep up with the increase in desired data rate.

The jitter generation, or intrinsic jitter, is the jitter generated by a component when the input

has no jitter [82]. In order to track the intrinsic jitter caused by the proposed system and how
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4.5. 8-bit serial link

TSV diameter 5µm 10µm 40µm
Eye amplitude [mV] 900 870 816

Eye height [mV] 890 770 550
Eye width [ps] 106 106 100

Eye opening factor 0.997 0.961 0.890
Average rise time [ps] 31 43 58
Average fall time [ps] 33 40 54

Jitter rms [ps] 4.67 4.84 6.8
Jitter pp [ps] 20.5 21.4 32.2

Table 4.5: Eye diagram measurements.

Figure 4.12: Histogram of the total jitter for the serializer driving a 10µm TSV channel.

it affects the BER, the netlist of the serial link has been simulated in Agilent ADS (Advanced

Design System). The eye diagram of the serialized data stream at the output of the TSV channel

are shown in Figure 4.11 for different the TSV technologies in a 2-layers 3D system. 104 cycles

have been simulated at a serial data rate of fs=8Gb/s in order to plot the eye diagram. As

expected, the eye opening worsen as the TSV dimension increases due to the higher parasitic

load. The received eye diagrams clearly show an open eye in absence of equalization. The eye

measurements are summarized in Table 4.5.

The jitter in a system can be described by its Probability Density Function (PDF), Figure 4.12

depicts the crossing point histogram of the total jitter in the proposed serial link. In order to

determine the cause of the jitter, we need to separate the different components. The total jitter

is the convolution of Random Jitter(RJ) and Deterministic Jitter (DJ). From the peaks of the

Total Jitter(TJ) histogram, is immediately clear the presence of both RJ and DJ.

DJ is caused by systematic problems within the system and is bounded. the three sources

of DJ are Periodic Jitter(PJ), Duty Cycle Distortion (DCD) and Inter Symbol Interference(ISI).

Considering that the system has been simulated without any supply noise and stand alone,

there are no coupling phenomena with adjacent TSVs causing PJ. Performing the transient
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(a) (b)

(c)

Figure 4.13: (a) Histogram of the random and periodic jitter, (c) histogram of the data depen-
dent jitter, (b) BER for the serializer driving a 10µm TSV channel.

noise analysis of the system, which generate pseudo-random noise at each step, the results

from the accumulation of random processes can be observed in Figure 4.13a.

The Data Dependent Jitter (DDJ), shown in Figure 4.13b, depicts the histogram of correlated

jitter, which can be caused by ISI and DCD. Nonetheless, the bandwidth of the TSV channel is

well beyond the Nyquist frequency ( 1
2 fs=4GHz), hence, the contribution of ISI to the jitter is

negligible. Therefore, the DDJ in the system is primarily caused by asymmetric rising/falling

edges and offset in the transmitter sampling threshold. A confirmation comes from the noise

spectrum in Figure 4.13c. In presence of significant DCD, the jitter spectrum presents a

component at 1
2 the data rate, hence at 4GHz. Since the input pattern is random, we can also

see components at 1, 2 and 3GHz.

The graph in Figure 4.14 depicts the bathtub plot: the traces in red represent the bit error rate

calculated directly from the data, while the blue traces represent the BER extrapolated from

the calculated values of RJ and DJ. At a BER of 10−12 the stand alone link shows an eye aperture

of 62% for the 10µm TSV channel, that reduces to 50% for the 40µm TSV channel. Using the

serial link in a real design, the eye aperture will worsen due to cross-talk, clock jitter and supply

noise. In the next section we analyse the effects of the high speed clock distribution.
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(a) (b)

(c)

Figure 4.14: BER for the serializer driving a (a) 5µm, (b) 10µm and (c) 40µm TSV channel.
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4.5.2 Clock distribution

The overhead of the high speed clock distribution has not been taken into account for the

area-power exploration in Section 4.4 since it should be shared among all the 3D links in a

design.

In this section, a test case has been defined in order to evaluate the power overhead caused by

the additional high speed clock of the serial connection. Considering that an iPhone5 from

Apple utilizes a memory bandwidth that has a maximum speed of 8528MB/s [83], we assume

a memory on logic system with a bandwidth requirement of 10GB/s. Choosing a serialization

level of 8 working at 8GHz, 10 TSVs are needed for the inter-layer data transmission.

The clock distribution scheme chosen for this study is depicted in Figure 4.15. The high

speed clock CLK_in is propagated to the next layer through a TSV. On each layer the clock is

first decoupled and the square wave is restored by an analog buffer with a feedback which

guarantees a 50% duty cycle. The restored clock signal is than propagated through the clock

tree distribution network. A frequency divider is used to create the system clock. Both the

high speed clock and the system clock are distributed on each stacked die with identical

distribution networks.

The post-layout simulations of the system show an overhead of 75%-80% in the energy effi-

ciency due to the high speed clock distribution. Table 4.6 summarizes the power consumption

of the system for each TSV technology considered. In case of 10µm TSV, around 63fJ/bit are

required by the clock distribution network.

Figure 4.16 displays the eye diagram of the serial data stream for one of the TSV channels in the
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Figure 4.15: Clock distribution scheme for the 10GB/s system.
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4.6. Double data rate TSV serial link

TSV diameter 5µm 10µm 40µm
Power [mW] 11.3 11.7 14.4

Energy efficiency [fJ/bit] 141 147 180
Energy overhead due to clocking 81% 75% 80%

Table 4.6: Energy efficiency of the system composed by 10 8bit SERDES TSV links for a 2-layers
3D stack delivering a total aggregate bandwidth of 10GB/s.

considered system for a serial data rate of 8Gb/s. The main parameters extracted from the are

summarized in Table 4.7. Compared to the single channel system described in Section 4.5, the

eye width has reduced from 106mV to 85mV, while the jitter rms value has increased from 4.8ps

to 20ps. From the eye diagram we can notice that the clock distribution network significantly

add DDJ to the system’s jitter, due to the non ideal clock rise and fall times. Nonetheless, the

eye aperture is still enough for a correct data recovery in absence of equalization from the

receiving deserializer.

4.6 Double data rate TSV serial link

Assuming that the input clock CLK_in is delivered by an on-chip PLL, for the parallel system

the PLL should create a 1GHz clock signal, while for the serial system the clock should have a

frequency of 8GHz. A PLL in 40nm technology is expected to consume 4.5mW/GHz according

to the ISSCC 2013 trends [84]. Therefore the PLL power for the serial link would be around

36mW, that added to the system would worsen the energy efficiency of the serial vertical

Figure 4.16: Simulated eye diagram for one of the TSV channel in the system.

Eye amplitude [mV] Eye height [mV] Eye width [ps] Jitter rms [ps] Jitter pp [ps]
888 792 85 20 102

Table 4.7: Eye diagram measurements.
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TSV diameter 5µm 10µm 40µm
8-bit SDR SERDES energy [fJ/bit] 78 84 100
8-bit DDR SERDES energy [fJ/bit] 132 138 172

Energy overhead 70% 64% 72%

Table 4.8: Energy efficiency at 8Gb/s per channel for a 2-layers 3D stack.

connection. Depending on the design requirements, the area reduction may not be sufficient

to justify an excessive cost in power consumption from the insertion of the high speed clock in

the design. Hence, in view of the fact that a significant part of the power is consumed by the

high speed clock generation and distribution, reducing the working frequency is desirable in

order to improve the energy efficiency.

A solution to this problem is to use a serialization scheme which utilizes the same clock as the

parallel data stream. However, this approach reduces power by increasing the transmission

latency. Since our goal is to improve the energy efficiency without sacrificing the bandwidth, a

Double Edge Trigger Flip-Flop (DET-FF) has been implemented to trigger both at the rising

edge and falling edge of the clock. By replacing the standard flip-flop with DET-FF, the high

speed clock frequency can be reduced by a factor of two, still achieving the desired data rate.

Figure 4.17 depicts the full-custom layout views of the 8-bit DDR SERDES circuits. Compared

to a fully parallel vertical interconnection, the 8-bit DDR serial link has an area gain Ag =4.9,

slightly lower than the Ag =5.2 of the single data rate(SDR) studied in Section 4.4.

In terms of power, the DDR single channel has an energy overhead around 70% compared to

the SDR solution, as summarized in Table 4.8. Nevertheless, including the clock distribution

Figure 4.17: Full custom layout views of the 8-bit double data rate (a)serializer and (b) deseri-
alizer in 40nm TSMC technology.
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4.7. Summary

Energy efficiency
full system [fJ/bit]

SDR 597
DDR 376

Table 4.9: Energy efficiency of the system composed by 10 8-bit SERDES TSV links for a 2-layers
3D stack delivering a total aggregate bandwidth of 10GB/s.

network for the considered 10GB/s system described in Section 4.5.2 using 10µm TSV channels,

the energy efficiency becomes almost equivalent to the efficiency of the SDR system. Including

the power required by an on-chip PLL to generate the high speed clock, the energy efficiency

of the DDR system is 37% less than the SDR counterpart. Table 4.9 summarizes the energy

efficiency of the SDR and DDR systems including the clock distribution network and the high

speed clock generation circuitry.

In our study we have used a standard dual edge triggered flip-flop composed by two FFs, one

triggering on the rising edge and the other on the falling edge, each of them connected to an

input of a multiplexer that then selects the output depending on the clock level. Although

this FF topology helps reducing the clock frequency by half, it almost doubles the area and

increases the load on the data and clock inputs, which worsen the power consumption. A

further optimization of the energy efficiency can be therefore achieved by re-designing the

DET-FF topology targeting low-power consumption.

4.7 Summary

The potential of 3D IC is limited by the large area footprint of its vertical interconnects. In

this chapter we propose a 3D serial link that reduces the number of TSVs maintaining the

performance unvaried. A serialization scheme is proposed in order to exploit the TSVs’ high

bandwidth. We show how the serialization level can affect both area and energy for different

TSV technologies.

For a mature TSV fabrication technology, such as 40µm TSVs, 15X area reduction can be

achieved within a low power budget for 16-bits serialization. A serialization level of 8-bit

guarantees a good balance between area consumption and energy efficiency across all the

explored TSVs. Considering a 2-layers system with an aggregate bandwidth requirement of

10GB/s, an 8-bit data serialization over 10µm TSVs consumes just 147fJ/bit including the clock

distribution network. Finally, we show that for systems dominated by the power consumption

of the clock generation and distribution, a double data rate topology can improve the system’s

energy efficiency.
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5 TSV Serialization Impact on a 3D
Modular Multi-Core Processor Plat-
form
As demonstrated in Chapter 4, the use of serial vertical interconnects can significantly reduce

TSV area footprint with a reasonable power overhead and no performance loss. An optimal

serialization level of 8-bit has been found as the best trade-off between area and power

consumption for different TSV technologies.

Although 3D integration can alleviate routing congestion, reducing the wirelength and im-

proving performances, a TSV still occupy non-negligible silicon area. As the number of TSV

increases, their effect on the chip routing is detrimental. The reduction in the number of

3D vias obtained with the adoption of the serial vertical connection can relieve the routing

congestion of the 3D system by reducing the average wirelength. In this chapter we explore

the impact of the serial approach on the chip routing to quantify the achievable wirelength re-

duction. To this end, a modular multi processor platform, 3D-MMC, composed by completely

identical stacked chips has been designed. The proposed system uses TSVs to transfer data

across layers, creating an expandable 3D network of processing cores to improve performance.

5.1 Problem formulation

With the advent of deep-submicron CMOS technologies, on-chip interconnect wires have

rapidly gained a lot of attention. With the scaling of the CMOS technologies, the parasitics

effects due to the wiring does not exhibit the same scaling behaviour as the CMOS logic. As

the IC feature sizes shrink, device area shrinks roughly as the square of the scaling factor

while the device propagation delay improves almost linearly with the deacrease in feature size

under constant field assumption. On the other hand, interconnect delay does not scale with

feature size, and tend to gain importance as device dimensions are reduced and circuit speed

is increased. Worsening the situation, as the silicon dies get larger, also the average length of

the interconnects increases, hence their associated parasitic effects. As a consequence, the

interconnects start dominating some of the most important metrics of digital ICs, such as

speed, power consumption and reliability.
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A promising solution to break through the interconnect wall emerged with the advent of 3D

integration featuring TSVs. As discussed in Chapter 1, 3D ICs have the potential to reduce

interconnects length and improve the system performance. Nevertheless, as discussed in

Chapter 2, technological processes necessary for fabricating the TSVs connecting the superim-

posed layers can not yet be regarded as mature. According to the ITRS roadmap [2], the TSV

diameter will not shrink below 2-4 µm for global interconnects. Using small vias is desirable

to reduce the chip footprint, yet, as the diameter decreases, the TSV fabrication yield worsen.

Since the silicon area occupied by a TSV is quite significant, it interferes with cells placement,

spreading them out and limiting the achievable reduction of the average routing distance.

In case of most via-last TSVs, the impact becomes even more severe since this TSVs occupy

all metal layers, becoming a routing obstacle. Hence, as the number of TSVs increases, the

wirelength and form-factor benefits of 3-D ICs significantly reduce, as demonstrated by Kim

et al. [85].

Serial vertical TSV interconnects have been proposed as an effective solution to keep under

control the TSV count. This chapter aims to explore the impact of serialization on the routing

congestion of a 3D-CMP. A 3D Modular Multi-Core (3D-MMC) architecture has been designed

and used as test case. Differently from the architectural approach explored in Chapter 3, where

we proposed a memory on logic CMP system, 3D-MMC is based on the integration of identical

multi-processor layers. Thanks to the homogeneous approach, the system performance can

be augmented with minimal design cost compared to conventional planar IC designs.

5.2 State of the art

A significant amount of recent work has been focused on exploring the potential benefits

of 3D stacked processor architectures. In 2006, Black et al. [65] have proposed to arrange

the logic modules of an Intel Pentium 4 microprocessor in clusters and re-organized them

in two stacked layers, resulting in 15% performance gain and 15% power savings at constant

frequency. In the same study, a memory-on-logic solution is also presented, using as a

simulation vehicle an Intel Core 2 Duo unit. The implemented architecture aims to increase

the cache capacity by stacking a memory layer on top of the dual-core die, highlighting the

reduction of both latency and access memory time.

Many other examples of 3D processors, involving a heterogeneous partitioning, have been

presented. An early approach [50] was based on the superimposition of layers containing both

cores and cache banks, interconnected by a Network-in-Memory. A placement algorithm was

used for placing the processing units with a three-dimensional offset to avoid thermal prob-

lems. One of the first solutions implementing multiple memory layers on top of processors

was presented by Kgil [86], modelling a web server as a CMP built of 4 DRAM layers stacked on

top of a processing die hosting up to 8 parallel cores. Other CMPs have been designed in later

years exploiting multiple 3D-DRAM layers [87] [52]; these solutions showed the possibility to

re-organize modules interconnect fabrics in order to have a significant bandwidth increase,
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resulting in a relevant speed-up in the routine execution. Loh’s [51] solution demonstrated an

achievable speed-up of 280% with respect to the baseline CMP (an Intel QuadCore) connected

to off-chip DRAM.

Nevertheless, the TSV size and count strongly affect the performance of 3D ICs. The wire-

length reduction varies depending on the number of TSVs. The impact of TSV size on the 3D

wirelength distribution was first studied by Kim et al. [85] demonstrating that the wirelength

increase due to TSV placement is not negligible. In high density 3D-ICs, routing congestion

can cause routing failure or re-design from the beginning, to tackle this issue Ahn et al. [88]

have proposed a precise routing congestion estimation method at the floorplan stage, which

is beneficial to reduce the total design cost. A different approach focused on co-optimizing

the TSV count and wirelength at the placement level was studied by Tsai et al. [89] and Cong

et al. [90], while Lee et al. [91] have developed an algorithms for TSV resource sharing and

optimization. While these previous works mostly focus on placement algorithms to reduce

the TSV area impact on the design, this chapter analyses the benefits of the serial approach on

the routing congestion of a 3D chip multi-processor system.

5.3 3D modular multi-core architecture

In order to explore the potential of the serial data transmission through TSV, a modular 3D

architecture, 3D-MMC, built by stacking identical layers has been developed. Figure 5.1

presents a basic block diagram of the stacked structure with a 2-layer configuration for the

sake of simplicity.

The novel and unique architecture has been specifically designed for stacking identical dies

in order to form the 3D system. Without loss of generality, the proposed architecture can be

expanded to include multiple identical layers that can communicate with each other. Each

die can be considered as a planar multi-core architecture, composed by multiple Processing

Elements (PEs), working in parallel. The cores exchange data through a shared memory

implemented in the Peripheral Subsystem (PS) unit; the access of PE to the shared memory

is arbitrated by a system of semaphores to avoid contention. The interaction between cores

occurs through a specific source-routed NoC, composed of a 36-bit switch, in charge of the

effective signals routing to and from 6 directions (North, South, East, West, Up, Down), and a

Network-Interface (NI) for each logic block present on the layer. The network system has a 3D

folded architecture in order to enable the management of the signals in both the horizontal

and vertical directions. The intra-layer communication is achieved through the introduction

of a 3D connection macro, exploiting arrays of TSVs as vertical data bus.

5.3.1 2D layer architecture

A single layer consists of four Processing Elements (PE) that exchange data through a shared

memory, which is placed in the Peripheral Subsystem (PS) unit. The routing between each PE
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Figure 5.1: Block diagram of the 3D-MMC architecture. The generic 3D connection macro
block on each identical layer allows the inter-layer communication among multiple layers,
with serial multiplexed TSV arrays.
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Figure 5.2: (a) Processing element (PE) internal architecture, with the LEON3 core and its
private modules. Each unit is accessible through JTAG ports for debugging purposes. The
network interface (NI) routes packets from PE to the shared memories in the (b) Peripheral
Subsystems (PS).
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and the shared memory occurs through a specific source-routed NoC. In the 3D stack, NoC

on different layers are interconnected to enable the management of the signals in both the

horizontal and vertical directions.

Figure 5.2a and Figure 5.2b illustrate the internal architecture of a PE and a PS, respectively.

Each PE is built out of a 32-bit RISC processor, the open-source LEON3 unit from Aeroflex

Gaisler, a general-purpose unit able to perform a wide range of applications, making the

designed architecture eligible for several market segments. The LEON3 unit is connected to

slave modules through an AMBA bus. The PE is accessible by off-chip components through a

JTAG port for debugging and pre-loading of each core’s memories with desired data. Each core

utilizes privately addressable memory space, composed of a 32 KB ROM, containing the boot

sequence, and a 32 KB RAM, as well as a common memory space composed by the system

shared memories. The access of the cores to the shared space is regulated by a semaphore

module present in the PS, able to avoid conflicts in case of simultaneous requests.

Multi-core interactions are managed by the Network-Interface (NI). The NI block is a master

located within both PE and PS. It interfaces the AMBA bus to the NoC, and is responsible

of forwarding/receiving data packets to/from the shared memory, which has an addressing

space visible by each core. This NoC has been specifically adapted from [33] for the proposed

CMP architecture. The 7x7 Switch is characterized by 5 horizontal interfaces (one for each PEs

plus one for the PS) and 2 vertical ports (for the upper and lower dies), through which 36-bit

FLIT (FLow control unITs) packets are transmitted. Similar to PEs, the PS contains NI and AHB

JTAG acting as master modules whereas all the remaining units (semaphore, shared RAM) act

as slaves.

Each PE in an N-layer system has access to N+1 different memory modules that can be

accessed in parallel: a private-RAM contained in his own PE, a shared local-RAM located in

the PS of its layer, and N-1 shared remote-RAMs situated in the PS of the other stacked layers.

In the same way as proposed by Benini et al. [92], the proposed memory hierarchy with

shared data memory for inter-processor communication simplifies the hardware complexity

and avoids memory coherency overhead. The multi-core synchronization is handled at the

software level.

5.4 Serial vs. parallel vertical link

In order to include the serial vertical connection into the semi-custom digital design flow, the

SERDES circuits presented in Chapter 4 have been implemented in RTL and synthesized with

the UMC 90nm CMOS technology library using Synopsys Design Compiler. The functionality

has been verified using Mentor Graphics ModelSim.

Table 5.1 summarizes the maximum working frequency, the gate area and the power consumed

by the SERDES circuits. As expected, the maximum working frequency achievable by the semi-

custom solution is limited by the clock to Q delay of the flip-flop available in the library. The
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Figure 5.3: Critical path of the serializer circuit.

serializer critical path is highlighted in Figure 5.3.

As discussed in Section 5.3, the network system has a 3D folded architecture which extends

its capability of managing the signal transmission also in the vertical direction through a 3D

connection macro. Figure 5.4a depicts the traditional parallel configuration exploiting one TSV

for each inter-layer signal. Instead, Figure 5.4b depicts the serial configuration of 3D-MMC.

The SERDES circuits have been integrated in the 3D connection macro at the vertical interface

of the NoC. The 174 signal TSVs required for the parallel configuration are reduced to 34 after

serialization: specific signals, like the clock, reset, layerID (2-bits) and JTAG debugging signals

(TCK, TRST, TDI, TDO, TRST) are directly sent to the above and bottom layers, while the rest

of the NoC data (144) and control signals (12) are grouped into bytes, serialized and then sent

through the TSV channels to the upper and bottom layers. The number of TSVs marked in

Figure 5.4 consider both the TSV to the lower layer and the TSVs to the upper layer.

5.4.1 Physical design

Both the serial and parallel version of 3D-MMC have been implemented in RTL. The designs

have been synthesized with the UMC 90nm CMOS technology library using Synopsys Design

Compiler. The layouts have been placed and routed with Cadence Encounter. The func-

tionality has been verified using Mentor Graphics ModelSim. The multiprocessor has been

constrained to work at 200MHz, with the serial vertical interconnect working at 1.6GHz.

The routing analysis has been performed for 3D ICs based on the TSV technologies presented

Fpar al l el [MHz] Fser i al [GHz] Area [µm2] Power [uW]
Serializer 8:1 312 2.5 154 262

Deserializer 8:1 390 2.3 406 608

Table 5.1: SERDES characteristics.
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5.4. Serial vs. parallel vertical link

in Table 4.3 of Chapter 4 assuming a via-last process. 5µm TSVs represent state-of-the-art for

high density through silicon vias [33], 40µm TSVs are a more established technology which

guarantees better reliability [2] while 10µm TSVs provide a fair compromise between the

two extreme. All the TSVs are placed in a TSV array located in the center of the chip, as

depicted in Figure 5.6. A 5µm keep out zone and a minimum distance of 2.5µm from the

metal interconnects has been used. Beyond the vertical signal connections, 22 TSVs has been

added for the power and ground delivery in each design.

All designs have been constrained within a chip area of 2050µmx2650µm. The serial configu-

ration includes 10 serializers and 10 deserializers. The design parameters are summarized in
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Figure 5.4: View of the 3D-MMC (a) parallel and (b) serial configurations.

(a) (b)

Figure 5.5: View of the 3D-MMC (a) parallel and (b) serial configurations design with 40µm
TSV channels. The red line depicts a path from CORE1 to the NoC.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.6: Layouts of the 3D-MMC design with (a) a parallel vertical bus and (b) with serializa-
tion through 40µm TSV channels. Layouts of the 3D-MMC design with (c) a parallel vertical
bus and (d) with serialization through 10µm TSV channels. Layouts of the 3D-MMC design
with (e) a parallel vertical bus and (f) with serialization through 5µm TSV channels.
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Parallel configuration Serial configuration
Chip size[µm] 2050x2650 2050x2650

Signal TSVs 174 34
Power TSVs 18 22
KOZ [µm] 5 5

TSV size [µm] 5 10 40 5 10 40
TSV array dimension [µm] 45x145 65x215 185x635 85x245 125x365 365x1085

(TSVs+KOZ)

Table 5.2: Physical design parameters.

Table 5.2. The design placement of 3D-MMC in Figure 5.5 clearly show the TSV area reduction,

and the consequent effect on the cell placement achieved by serializing the signal delivered by

the 40µm TSV channels.

The parallel and serial placed and routed designs for each considered TSV technology are

depicted in Figure 5.6 (the two top metal layers are not visible to better display the routing

congestion around the TSVs). The memory macros of each core, such as private RAM, register

file, instruction cache, are placed all around the core area, while the TSVs are placed in a

matrix in the center of the chip. As the TSV diameter increases, the area occupied by the TSV

becomes comparable to the area occupied by the active devices.

5.5 Routing analysis

In Chapter 4 we presented the exploration of the area-power trade-off for the serial configura-

tion versus the parallel one. Nevertheless, the impact of the TSV footprint on the chip area is

not the only issue related to the TSV size. TSVs also contribute to routing congestion of each

layer since they both interfere with cell placement and, in case of via-last TSVs, become a

routing obstacle.

As the CMOS technology scales down, semi-global and global wires are becoming an increas-

ingly important performance bottleneck since their typical wirelength does not scale [2].

Generally, the wire’s parasitics define its performances, and both the resistance and the capac-

itance of a wire directly depend on its length l , as discussed in Chapter 1. Consequently the

RC delay is proportional to l 2, which becomes unacceptably great for long wires. Moreover,

the switching of the interconnecting wires’ capacitance causes dynamic power consumption

following the relationship:

P = A f CV 2 f . (5.1)

where f is the frequency of digital signal, A f is wire activity factor, V stands for voltage swing

between the two digital levels, and C is the total interconnect capacitance of a certain wire
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(a) (b)

(c)

Figure 5.7: Length trend of the longest 240 nets in the design for (a) 5µm (b) 10µm (c) 40µm
TSVs for the parallel (blue) and serial (green) configuration.

length [2]. Since dynamic power is currently the main component of the power dissipation,

with approximately 50% of microprocessor power consumed by the interconnects [93], the

designers should struggle to keep the routing congestion of a chip under control.

In this section we show how the proposed serial approach can reduce routing congestion

improving the design performance using the 3D-MMC architecture as test vehicle and via-last

TSVs for the inter-layer connections. As an example, we can consider the net depicted as a

red line in Figure 5.5 which connects CORE 1 to the NoC. A lower TSV count translates into a

significant reduction of routing obstacles in the design, and allows the logic gates to be placed

closer to each other. Hence in the serial configuration we can notice that the length of the net

connecting CORE 1 to the NoC can be drastically reduced.

The following analysis has been performed on the routing of each placed and routed design

depicted in Figure 5.6. First we extract the length of each net in the designs focusing on the
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Figure 5.8: Net statistics.

first 240 longest connections. Figure 5.7 shows the trend of the considered nets for both the

parallel (in blue) and the serial configuration (in green). The trends clearly show that the

serialization causes a reduction of the wirelength, which is limited for the design utilizing the

small 5µm TSVs, while becomes more marked for the designs featuring larger TSVs.

Focusing more on the length of the interconnects, we first define lower bound to focus on

the nets longer than that threshold. A typical 500µm long on-chip copper connection in

90nm CMOS technology at the intermediate level, metal2-metal6, is characterized by a re-

sistance R∼80mΩ and a capacitance that exceeds 70fF. Consequently, the net delay can be

approximated as 1
2 RCl 2=717ps. The plots in Figure 5.8 depict the histograms of the design’s

interconnects starting from the 500µm threshold. In particular, it shows the number of nets in

the design for each range of lengths. We can notice that for all the TSV technologies considered

the number of long nets decreases in the case of the serial configuration (green bars). As

expected, there are few nets longer than 1300µm in the design with 5µm TSVs, while they are

more numerous as the TSV size increases.
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The average length reduction for the considered designs are summarized in Table 5.2. For the

design using 5µm TSVs, the reduced number of TSVs needed after serializing leads to a 5.3%

wirelength improvement. The benefits are more pronounced in case of larger TSVs: for 40µm

and 10µm TSVs, the wirelength improvement reaches respectively 11.2% and 12.4%.

TSV size Average length reduction Wirelength improvement
5µm 60µm 5.3%

10µm 152µm 12.4%
40µm 150µm 11.2%

Table 5.3: Routing results.

5.6 Summary

This chapter explores the impact of data serialization for inter-layer communication on the

chip’s routing congestion. Adopting a serial vertical data communication approach allow

for a reduction of the overall number of TSVs, therefore reducing the the average on-chip

wirelength.

A modular 3D stacked multi-processor platform, 3D-MMC, consisting of identical dies has

been introduced. The 3D-MMC architecture has been implemented using UMC 90nm CMOS

technology, and used as test vehicle. An 8-bit serialization of the 3D-MMC’s inter-layer

signals has been implemented and compared to the fully parallel solution for different TSV

technologies. The wiring characteristics of each solution have been extracted from the placed

and routed design.

Results show that the serial approach reaches up to 12.4% wirelength improvement compared

to the fully parallel counterpart when using 10µm TSVs. Even for high end TSV technologies

such as 5µm TSVs, the wirelength undergoes an average reduction of 5.3%.
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6 MIRACLE: a 3D Multi-core Processor
Test Chip

In chapter 5 we explored the benefits of serial vertical interconnections for 3D systems. A

homogeneous multi-core architecture, 3D-MMC, has been designed and used to compare the

parallel and serial 3D communication solutions.

In this chapter, we aim to demonstrate the efficiency and applicability of a 3D serial link

implemented in a test vehicle. A vertically stacked multi-processor platform based on the 3D-

MMC architecture has been designed and fabricated using conventional UMC 90nm CMOS

technology. The fabricated 2D dies of the 3D multi-processor prototype have been tested and

the KGD has been vertically stacked using an in-house via-last TSV process. Initial results

show that the proposed multi-core system is capable of operating at a working frequency of

400MHz, supporting a vertical data bandwidth of 3.2Gb/s.

6.1 Problem formulation

Latest embedded application implementations [94] demonstrate a very high degree of achiev-

able parallelization, thus providing near-optimal "linear" speed-up as specified by Amdahl’s

Law [95]. Parallel computing is also the most potent alternative to traditional frequency scal-

ing techniques used extensively throughout the past decades. Additional effort is exerted to

reduce the inherent level of complexity involving the parallelization of applications, improve

the standardization of the flow and reduce the immense fallibility of the parallelization process

[96].

3D stacked chip multi-processors (3D-CMPs) are expected to increase the overall core count,

while improving core-to-core communication [97]. Hence, 3D benefits can fit the require-

ments of the embedded processor market. Previous architectural proposals for 3D-CMPs

focus either on stacking memory layers on top of core logic to boost memory bandwidth, or

on augmenting the capabilities of planar CMPs including additional logic layers. Nevertheless,

3D-ICs has still numerous challenges to face to become commercially attractive.

This chapter presents a fabricated test vehicle, MIRACLE, based on the 3D-MMC architecture
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presented in Chapter 5. Due to the modular approach, the 3D-MMC platform has several

advantages. First, it dramatically simplifies the chip design process and reduces Non Recurring

Engineering (NRE) costs, creating a portfolio of architectures with the same mask set. For

instance, the stand-alone die (2D-CMP) can be used directly as a final product or integrated

on top of identical chips with no additional design effort, thereby creating a high performance

version of the same device. Second, homogeneity of the system allows using the same testing

protocol for each die within the stack, leading to pre-bond testability without any additional

effort for test engineers. A similar approach has already been adopted for 3D-DRAM, where

identical memory chips are stacked to increase the overall memory capacity [98].

The multi-processor system has been designed and fabricated using a conventional UMC

90nm CMOS foundry process and vertically stacked. Fully functional microprocessor sam-

ples have been post-processed and stacked using an in-house Via-Last Cu TSV process fully

developed in the EPFL center of micro-nano fabrication and specifically tailored to the micro-

processor platform.

A comprehensive study of the system is presented together with a software approach to opti-

mize the applications execution time. Results show that the proposed 3D chip multiprocessor

(CMP) is capable of operating at a target frequency of 400 MHz, supporting a vertical data

bandwidth of 3.2 Gb/s while limiting the number of TSVs. The fabricated prototype also

servers as an example to show the feasibility of post-processing and vertically stacking identi-

cal CMOS chips fabricated with a standard foundry process. Since no intervention is required

in the FEOL/BEOL CMOS fabrication steps, this approach can be viewed as an advanced

packaging technology well suited for low energy serial data transmission between local chips.

6.2 State of the art

Although a number of experimental processes have been proposed for TSV fabrication to

construct multiple stacked layers [99], [97], just few industrial examples of memory chips

on top of a processor have been demonstrated so far, such as the 3D-processor system by

Tezzaron [8], integrating an Intel 8051-based processing layer with an SRAM layer. Despite

significant latency and bandwidth improvements that are expected [100], the heterogeneous

approach requires additional design effort and costs for the realization of different layers to

be stacked in the 3D system. Moreover, in previous proposals, it is extremely challenging

to test all the layers before the bonding process, causing a noticeable decrease of the final

yield. Recently, a solution is represented by the 3D-CMP proposed by Healy et al. [101], where

dummy pads on non-accessible layers are employed for the pre-bonding verification and then

buried inside the stacked structure [102].

The logic-on-logic case involves splitting a planar design’s logic area into two or more layers,

such as the 3D version of an Intel Pentium 4 family processor in Garrou et al.’s work [103].

A processor architecture where a baseline micro-architecture can be augmented by vertically
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stacking additional blocks (e.g, more caches, reservation station and so on) to target different

market segments has been proposed by Loh in [51]. The novelty of this work relies on the

capability of stacking multiple samples of the same design realizing a fully modular, testable

and highly reusable 3D-CMP platform with a fairly limited design effort and reduced mask

costs.

6.3 MIRACLE

In order to explore the potential of the serial interconnection solution, a test chip based on

the 3D-MMC architecture has been designed, fabricated and tested. The test chip, called

MIRACLE, has been built by stacking identical layers, as depicted in Figure 6.1

The 2D layer architecture is based on the 3D-MMC architecture proposed in Chapter 5 which
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Figure 6.1: Proposed architecture for the 3D-CMP in a 2-layer configuration: Four identical
Processing Elements (PE) and a Peripheral Subsystem (PS) are placed in each layer. A 3D
connection macro with TSVs is responsible of inter-layer communication. Note that only main
building blocks and relevant TSVs are shown in the diagram, the data TSVs are omitted for
clarity.
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is composed by multiple Processing Elements (PEs) communicating through a shared memory

implemented in a Peripheral Subsystem (PS) unit. The interaction between cores occurs

through a specific source-routed NoC.

The intra-layer communication in MIRACLE is achieved through the introduction of a 3D

connection macro, exploiting arrays of TSVs as serial vertical data bus. Apart from the SERDES

module, additional circuitry is introduced in the macro in order to guarantee the correct

functionality of the test vehicle. Each stacked layer has an independent clock domain, provided

with a PLL module to regenerate the transmitted clock signal. Data synchronization at the

interface of the 3D structure is guaranteed by a Dual-Clock FIFO.

6.3.1 Homogeneous and modular approach

The homogeneous 3D integration, obtained by stacking completely identical dies, results in a

cost-effective final structure. In fact, the development of a single layer guarantees a reduction

in design time and fabrication costs, involving only one set of lithographic masks [97]. A

traditional 2D-IC design flow is employed to design both the multi-processor units and the 3D

connection macro. At this point, it is important to note that each layer is a stand-alone MPSoC

IC and can function as a fully testable and operational 2D-CMP, as shown in Figure 6.2(a).

Once the target 3D structure is decided, Known-Good-Dies (KGDs) are post-processed. The

dies are stacked on top of each other and the Via-last TSVs are fabricated for inter-layer com-

munication, leading to a homogeneous 3D-CMP structure of identical layers, as shown in

Figure 6.2(b). With this approach, the overall number of cores in the system is increased,

speeding up the parallel workload of the processors and improving the CMP performance.

Nevertheless, the proposed design strategy is not limited to homogeneous systems. Different

dies can also be integrated in the stacked platform, as long as they share the 3D connection

macro. Figure 6.2(c) depicts a possible configuration where a memory layer is placed on

top of two CMP dies. The proposed design approach leads to a reusable platform with high

cost-effectiveness: it can target various market segments simply by selecting the appropriate

number of layers to be stacked in the system. An important contribution of this work lies in

the possibility to configure the stacked dies number after the fabrication: a unique identifi-

cation signal (LayerID) is provided to each die in order to distinguish identical layers. The

LayerID is automatically assigned at the system power-up, after all chips are fully processed

and assembled. Nevertheless, this post-fabrication configurability of the number of layers

eventually leads to the need of over-constraining the power I/Os. Before the design phase, a

maximum number of layers that can possibly be stacked should be defined in the specs. The

designer should then over-constrain in order to guarantee the correct functionality in the case

of a system with the maximum number of layers, to avoid PEs starving for power.

The proposed architecture design and the homogeneous stacking solution, as the one depicted

in Figure 6.2(b), offer the advantage of increasing the overall yield of the assembled structure.

Even though the manufacturing yield of small footprint chips can be high, one faulty die can
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Figure 6.2: Modular re-usability of 3D MMC: (a) Single die used as stand-alone 2D-CMP. (b)
Homogeneous stacking for high performance 3D-CMP (c) Heterogeneous stacking for 3D-
CMP, integrating additional layers (e.g. a memory die) that shares the same 3D connection
macro.
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Figure 6.3: (a) Circuit schematic of the TSV macro. (b) Layout of the TSV macro, highlighting
the main blocks from the corresponding circuit schematic. The effective TSV pad area is put
in evidence. (c) Optical microscope image of the TSV macro on the fabricated test vehicle.

completely ruin the behavior of the entire 3D system. Identical die integration allows each

stand-alone chip to be fully testable, leading to a higher assembly yield for the final 3D-CMP

structure that is by definition built out of KGDs [104].

6.4 3D specific macro architecture and circuit design

6.4.1 TSV redundancy and yield collection

3D integration is still a topic of active research. In particular, the non-mature TSV fabrication

processes available up to now cannot guarantee, to our best knowledge, the desired yield for

the final system. In order to tackle the yield related issues, a redundancy policy has been

adopted for the data transmission between layers to ensure reliable communication. Each

vertical signal is simultaneously forwarded to the neighbour layer by means of two TSVs,

reducing the probability of failure.

Moreover, being able to collect statistics on TSV yield on the final stacked system is desirable.
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Figure 6.4: TSV macro cross-section, highlighting the use of multiple pads and redistribution
layer (RDL).

For this purpose, a Built-In-Self-Test (BIST) engine has been implemented. The test is per-

formed at boot time, each TSV is individually tested thanks to a multiplexer inserted in the

design to select between the two redundant TSVs. The test pattern is injected through a scan

chain; the reader can refer to [33] for a more detailed description of the scan chain design. The

statistics are then stored in specific user-visible registers. Additionally, the aforementioned

registers provide the selection value to the multiplexers that control, through the redundancy

policy, which TSV is used in order to ensure reliable operation of the system.

The final TSV-macro is depicted in Figure 6.3, presenting the schematic circuit, the layout

and a real optical image on a fabricated test chip. For each TSV, two adjacent pads are used,

one connected to the TSV of the upper layer and the second one connected to the TSV to the

bottom layer. A redistribution layer is used, as shown in the cross section of the TSV macro in

Figure 6.4. The dimensions of the pad hosting the 40µm TSV are (60µmx60µm), in order to

avoid alignment problems. The transceiver includes individual ESD protection, a buffer for

signal integrity and a weak pull down for each TSV. For data transmission, two different TSV-

macros are needed depending on signal direction: a first macro receives the signals coming

from the bottom layer and transmits to the top one; the second macro receives the signals

from the top layer and transmits to the bottom one. There are three main critical signals

in the design that need their integrity to be guaranteed. Hence, additional safety has been

incorporated for clock, reset and LayerID signals: they are transmitted over three parallel TSVs

and continuously checked during runtime. A glitch-free majority voter is implemented inside

each die to ensure the validity of the transmitted bits. A continuous and implicit auto-check

of the TSV connection is achieved at the very minor cost of additional area and negligible

combinatorial delay, ensuring the correct transmission of the critical signals.

Since only the top-most layer has access to wire-bonded I/O and power pads, the power supply

(VDD and GND) of all of the bottom layers should also be provided by dedicated TSV. These

supply TSVs have a simpler structure and do not incorporate self-check features. A detailed

classification of the different purpose TSVs used in this first prototype is presented in Table 6.1,

specifying case by case the presence of redundancy with the asterisk.
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Table 6.1: TSVs features summary

Overall number of TSVs 120 (95∗)

Total Power TSVs 54

Total Signal TSVs 66 (31∗)
• Total NoC TSVs 44 (22∗)
• Total JTAG TSVs 10 (5∗)
• Total Control Signal TSVs 12 (4∗)

TSV diameter 40 µm

TSV depth 50 µm

TSV capacitance 1 pF

TSV resistance 0.7 Ω

* TSV number without redundancy.
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Figure 6.5: LayerID generation and propagation between two stacked layers using three
redundant TSVs for the signal interface. Schematic of the configured circuit in each layer is
shown, unrelated logic is not depicted.

6.4.2 Layer identification

Once the identical layers are stacked to form a 3D-IC, they need to operate as a complete

system without the need for any further modification or action. Hence, it is necessary to embed

specific modules enabling an effective auto-configuration of the layers. For this purpose, a

dedicated control signal that provides a different n-bit digital word for each layer has been

added, namely the layer identification number (LayerID). Depending on the value of the

layerID, each stacked die(layer) knows its position and role in the system and auto-configure

itself.

The layerID generation circuit already configured in each layer is depicted in Figure 6.5 for a

case study of a two-layer system. The starting sequence ("00") is injected through the pads of

the top die and is selected by a multiplexer to become the identification value for that layer. The

value is also forwarded to a half adder, defining the label for the bottom layer ("01"), to which
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it is transmitted through three redundant and parallel TSVs. Buried inside the 3D structure,

the pads of the bottom tier are considered inaccessible after stacking; hence they are designed

to be internally and automatically pulled-down when no signal is applied to them. As a result,

the multiplexer on the second layer is forced to select the LayerID transmitted by the TSV,

enabling the identification of the layer’s vertical position and the relative self-configuration of

the second tier circuitry.

6.4.3 Clocking scheme and data transmission

The clock distribution in 3D-ICs is a complex and challenging task, as presented by Pavlidis

et al in [60]. The synchronization of sequential elements located on multiple planes by

the same clock signal underlines the importance of controlling the clock skew. With the

proposed architecture, each layer has its own clock generation and distribution using a layer-

dedicated PLL, hence the obtained clock tree presents minimum skew, high robustness and

large tolerance to any timing variation. As depicted in Figure 6.6, the clock is injected onto a

pad of the top layer, after passing through a PLL module, it is both distributed in the circuit and

sent to the three redundant TSVs that propagate it to the next layer. The bottom layer receives

the clock from TSVs with triple redundancy which, thanks to the layerID, are selected to enter

the PLL module to re-generate the clock signal for maintaining its integrity. This multi-PLL

approach results in all layers operating at the same frequency, but being asynchronous from

each other due to the unknown phase shift among the clocks.

Transferring signals among different clock domains requires the data to be re-synchronized.

For this purpose, data signals are transmitted among layers together with their clock, used by

a Dual Clock FIFO to re-synchronize them to the layer clock domain. With this approach the

problem of the skew control is intrinsically reduced to a 2D clock tree synthesis.

In order to reduce the silicon area occupied by the TSVs, data signals are serialized before
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the transmission through TSVs and successively de-serialized at the receiving layer. The loss

in bandwidth due to the serialization can be compensated by increasing the serializer clock

frequency, fully exploiting the capability of the sub-micron CMOS processes, as proposed

in [105]. However, in the fabricated chip, it has been decided not to implement multi-clock

domains, because of the area limitation. Each 32-bit data word that has to be transmitted

to the neighbouring layer is partitioned into four bytes, and then sent serially through data

TSVs that support 8 bits in parallel. The receiving layer reconstructs the original 32-bit word

by means of a deserializer after having re-synchronized the data to the layer clock domain.

Figure 6.1 shows the path of the data transmitted between the dies of a 2-layer 3D-MMC

system.

6.4.4 Physical Design

MIRACLE has been implemented in RTL and synthesized with the UMC 90nm CMOS tech-

nology library using Synopsys Design Compiler. The layout has been placed and routed with

Cadence Encounter. The functionality has been verified using Mentor Graphics ModelSim.

Unfortunately, the current version of Synopsys DC does not support TSVs and 3D stacking,

hence, the synthesis flow has to be performed in several steps. Starting from the synthesizable

RTL description, an ad hoc set of timing constraints is applied to the TSV macro in order to

ensure a correct timing budget between layers. The design is synthesized considering the

latencies of the stacked dies. Thanks to the modularity of the design, no additional challenges

due to the 3D target are added to the back-end design. The single die is placed and routed as a

traditional 2D design, following the timing constraints already set up for the synthesis. The

TSV macros, designed as full-custom modules with Cadence Virtuoso, are included in the top

level design for placement and routing.

6.5 In-house 3D stacking process

Throughout this research, a chip-level 3D integration platform has been developed for KGDs

stacking and TSV fabrication [106]. The via-after-bonding (or via-last after BEOL) integration

technique [107] is employed for the proposed CMP architecture. Unlike via-first or via-middle

techniques [108], where the TSVs are fabricated during the IC fabrication, via-last solution

offers the benefit of decoupling the TSV process from the CMOS process, allowing the place-

ment of TSVs after the conventional IC fabrication is completed. Moreover, in the proposed

approach, the chips are first thinned and bonded, and then the TSVs are fabricated. There-

fore, the technique does not require any metal-metal bonding step, which is essential in all

via-first approaches. This reduces the complexity of the fabrication process and eliminates

the bonding-related reliability issues. The entire TSV process has been developed and experi-

mentally validated at EPFL Center of MicroNano Technology with test chips emulating real

CMOS chips.
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Figure 6.7: Die photo of the multi-processor chip, and the illustration of the chip stacking
approach with 40 µm diamater TSVs fabricated on 60 x 60 µm2 CMOS pads. Since the two
chips are identical, the surface of the bottom chip is passivated and RDL is patterned to
re-route the signal to the upper tier.
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the sidewall parylene passivation and the RDL layer on the bottom chip. (An already broken
chip is used as the top chip to inspect the alignment accuracy).
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Figure 6.9: Cross section of the in-house developed TSVs: (a) Lined TSV connecting two
stacked chips. (b) Fully-filled TSV developed for the characterization tests.

6.5.1 Process steps

Figure 6.7 shows the illustration of the proposed integration approach. The diced chips are

tested and KGDs are post-processed for both layers. Figure. 6.10 summarizes the process flow

used in the post-CMOS processing and chip-to-chip integration.

The top chip is first thinned down to 50 µm by grinding. Then, the chips are placed on a carrier

wafer and the dry-film resist is laminated and patterned. For the top chip; Al pad, dielectric

layers and the Si substrate are etched all the way through to the chip backside for the TSV

openings with 40 µm-diameter. Alternatively, the order of the grinding and etching steps can

be swapped; thus, a blind via is first formed inside the substrate with full thickness, then the

chip is grinded till the via opening is reached. For the bottom chip post-processing, first a

dielectric layer is deposited and patterned, then the redistribution layer (RDL) is fabricated.

Since the chips in the stack are identical, RDL is used to re-route the signal to the upper

tier. Then, the two chips are aligned and bonded by adhesive bonding with parylene as the

intermediate layer. Figure 6.8 shows the SEM images after C2C bonding and parylene etching

steps. Bonding is performed with a low temperature budget of below 200◦C, to ensure no

drift or change on the transistors characteristics. Finally, Cu-TSVs are fabricated by side-wall

passivation and Cu electroplating. The electrical connection is realized between the Al pad

of the top chip and RDL of the bottom chip. If required, these steps can be repeated for a

multilayer stack by using the already-bonded chips as the bottom chip. Figure 6.9 shows the

cross-sections of the lined [106] and fully-filled [109] TSVs developed for the preliminary

characterization and verification tests.

Compared to the blind-via fabrication techniques where the TSVs are drilled from the backside

till the landing metal, the through-via approach proposed in this thesis is much simpler since

it eliminates several fabrication steps, such as metal-metal bonding and passivation layer
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patterning. Moreover, front-side photolithography allows higher alignment accuracy as the

etching mask can easily be aligned to the patterns on the CMOS chip. On the other hand, the

main drawback is that the front-side vias block the BEOL layers; thus, the signal routing on

top of the TSVs is not possible.

6.6 Thermal evaluation

A significant challenge in 3D stacking is the power density increase per footprint, which may

cause temperature to increase beyond reliable thresholds. This section provides the thermal

analysis of 3D-MMC and demonstrates the thermal feasibility of the proposed architecture.

Power consumption of each component in a layer of the 3D stack is estimated via statistical

power analysis using Encounter Power System by Cadence. We assume a switching rate of

50% for each flip flop and each input port, and we use a 100% toggling rate for the clock. The

tool automatically propagates the activity through internal nodes and estimates the power

consumption based on the average toggling rate of each gate. Table 6.2 provides the power

consumption of all the components at 400MHz. All values include leakage power. Core power

in the table includes the logic, I-Cache, ROM, and all other sub-blocks of the core except for

the local RAM. Table 6.2 highlights the low power consumption of 3D-MMC, where each layer

consumes 267mW.

We use HotSpot version 5.02 [110] for thermal simulations. The package and die parameters

used in the simulation are provided in Table 6.2. The floorplan of each layer is identical and is

shown in Figure 6.12. To take the impact of TSVs into account during thermal evaluation, we

Table 6.2: Power Consumption and Thermal Properties of 3D-MMC

Power Consumption Characteristics
Components Power (mW)
Core 37.98
Local RAM for each core 17.13
Router 10.07
Data TSV arrays 1.6 (smaller array) to 8.11 (larger array)
Shared memory 22.16
PLL 5

Package and Die Thermal Characteristics
Die area 3.5mmx3.5mm
Die thickness (bottom layer) 280µm
Die thickness (other layers) 50µm
Die (Si) resistivity 0.01mK/W (meter-Kelvin per Watt)
Glue conductivity 0.082W/mK at 25°C
Glue thickness 2µm
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Figure 6.12: The figure demonstrates the peak temperatures at steady state for a single layer as
well as 2, 4, and 8-layered stack. On the right, we show the thermal map of the top layer for the
2-layered stack. Thermal variations are similarly low (limited to a few degrees only) for 4 and
8-layered stacks.

use a modified version of HotSpot that enables modelling heterogeneity within a layer [111].

We compute joint thermal resistivity for each TSV block based on the ratio of TSV (Cu) area to

overall TSV array area (including all the spacing between the TSVs). We simulate the system

without a heat sink by using a very small number for the heat sink thickness in HotSpot. Layers

are stacked using a glue (interface material) layer of Parylene-C.

Figure 6.12 provides the steady state peak temperatures for a single layer chip and 3D systems

including 2 layers, 4 layers, and 8 layers when all cores are active. In the figure, we also provide

a thermal map for the top layer of the 2-layered system. For 2 and 4-layered systems, even

though cores are overlapped on top of each other and all cores are active, we do not observe

high temperatures. For the 8-layered stack, peak temperature reaches 74°C, which is still below

the typical 85° thermal thresholds used in most processor chips. As we focus on a 2-layered

stack in this paper, we do not apply thermal management strategies.

6.7 Design verification

Post-layout simulations in ModelSim verify the correct functionality of the system and extract

its performance parameters: each layer has been synthesized with a target operative frequency

of 400 MHz, which results in a vertical data bandwidth of 3.2 Gbps.

Particular attention has been dedicated to the verification of the system behaviour at the

interface between the two stacked layers. An emblematic case is a core’s read/write request to

the shared memory of the next layer. Waveforms showing a memory write operation (followed

by a read verification) are presented in Figure 6.16. JTAG signals are injected requesting

core 0 of the top layer to write a 32 bit word, "0XABBAABB0", in the shared memory of the

bottom layer (Figure 6.16(1)). Core 0 delivers the request to the NoC (Figure 6.16(2)), which
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Table 6.3: Summary of the tested functionalities

Procedure Validation

1. Read own IDcod
2. Read ROM content

Read/Write from private RAM
Read/Write from shared RAM

3. Binary download & execution
4 TAP controller bypass

Scan chain of multiple cores
5. Test of Top and Bottom layer together

encapsulates it in a frame and forwards it to the 3D interface (Figure 6.16(3)). A serializer

divides the encapsulated data in 4 bytes sending them one by one through the TSVs together

with a valid signal and the layer clock (Figure 6.16(4)).

In the bottom layer, the received data signals are re-synchronized to the local clock domain

through a Dual Clock FIFO (Figure 6.16(5)). Then they are de-serialized and sent to the

shared memory (Figure 6.16(7)). Further reading of the same location verifies the correctness

of the previous operation (Figure 6.16(8)), sending out to the JTAG TDO the data packet

(Figure 6.16(9)).

6.7.1 FPGA emulation

The basic functional verification is not sufficient to guarantee the correct behaviour of the

multi-core structure. Hence, the full 3D system has been emulated on a Xilinx Virtex5 FPGA

board in order to observe the system running. A complete testing procedure, shown in

Table 6.3, has been developed in order to debug the device by an external source.

The positive results obtained confirm the correctness of the 3D-MMC design, proving the

capabilities of interaction among cores located in different layers. In particular, the core’s

read/write request to the shared memory of the next layer, described in the previous section,

has been repeated on the FPGA model, demonstrating the optimal intra-layer communication.

Moreover, this procedure is able to verify the correct behavior of the NoC during the packet

routing; both the NIs and the Switches present a two clock cycles latency. The FPGA emulation

enables also the verification of the auto-configuration of the different layers according to their

identification signal. The behavior of the self-verification strategy applied to the redundant

TSV is validated emulating possible faults causing opens on the TSVs (more frequent problem

in TSV technology process).
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Table 6.4: Architecture details of 3D test vehicle

Process technology 90nm CMOS
Number of layers 2
Die size 4x4 mm
Core footprint 800x1650 µm
Number of cores 8
Total on-chip memory 320 KB
Max operative frequency 400 MHz
Vertical data bandwidth 3.2 Gbps
Number of I/O pads 120
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Figure 6.13: Single die microphotograph. Pads for signal and power TSVs are visible before the
post-processing. Main blocks are identified in the image (PE, PS, Switch of the NoC, PLL). Size
of the full-chip and of the PE footprint are also shown.

6.8 Prototype verification

2D-CMPs of the MIRACLE architecture have been realized using a standard UMC 90nm CMOS

technology. The functional blocks of the test chip are identified in the die micro-graph in

Figure 6.13. Table 6.4 lists the main specifications of a 2-layer test prototype.
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6.8.1 3D oriented testing policy

The realization of a multi-layer 3D device poses unique challenges in terms of testability.

The MIRACLE architecture enables a complete testing strategy, including both pre- and post-

bonding validation, allowing the stacking of only the KGDs. Following the fabrication of 2D

samples using a conventional CMOS process, each individual die is fully tested as a single

entity, by accessing directly the multi-core processor through the designed frame of 120 I/O

pads using a probe card assembly. After this initial testing and validation, functional dies that

are destined for 3D assembly are further processed to manufacture the TSVs.

A second pre-bonding validation can be performed to screen dies with non functional TSVs.

After post-processing, a performance test is performed to verify that TSV fabrication induced

stress has not altered electrical properties of transistors located nearby the TSVs. Finally, a

post-bond test is performed to validate the stacked system. In particular, TSV yield results are

determined using the method described in [33]. In future prototypes, sensing circuitry can

be integrated in each TSV macro to verify their stand-alone functionality with a capacitance

measurement [112].
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Once the two layers are assembled, I/O pads are no longer accessible in the bottom tier,

therefore a custom testing method based on boundary scan chain has been developed. This

requires embedding additional modules, enabling the communication through JTAG signals

between an external debugger and the processors. In particular, each layer contains a JTAG

interface for the management of the debug signals according to layer position in the stacked

structure, defined by the LayerID. The interface is shown in Figure 6.14.

For the verification of a stand-alone die, the set of multiplexers is forced to assign the JTAG

external signals from the I/O pads to JTAG ports dedicated to each PE. With this approach,

each core is accessed in parallel. The top layer of the stacked structure exploits the same

configuration. In the bottom layer, the pads are buried during the bonding process, hence the

LayerID configures the multiplexers interface to receive the JTAG signals from the upper layer

pads through the TSVs. Moreover, the cores are automatically arranged in a chain, that can be

accessed serially through the single set of JTAG signal. A representative image of the resulting

testing procedure for a two-layer configuration is presented in Figure 6.15.

Figure 6.15: Auto-configuration for testability. Top layer cores are accessed in parallel from the
pads. The processors on bottom layer are configured in a scan chain for the debug procedure:
JTAG inputs are transmitted from top to bottom die, the TDO produced on the bottom layer
returns up to the top one.
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6.8. Prototype verification

6.8.2 Testing setup

The stand-alone and modular philosophy of the architecture provides an increased level of

testability of the system. It allows the application of a coherent validation procedure both to

each of the individual layers and the stacked structure. Both components and methodology

were chosen so that they could be reused between the different phases. The testing protocol,

already shown in Table 6.3, has been applied both to packaged and naked single dies through

a specifically designed Probe Card setup, attached to a manual Probe Station (Karl Suss PM8).

The testing source consists of a custom software running on a host computer, able to translate

the user commands in input bit vectors. An open-source tool, namely OpenOCD, was chosen

as the base of the software debugger infrastructure. After extensive adaptation of the original

code, it has been possible to apply the testing procedure previously described.

An USB-to-JTAG converter transmits these vectors to an FPGA board that acts as an interface

to the prototype dies. In particular, the programmable unit, integrated on the Probe Station, is

in charge of selecting to which cores the test is addressed, setting them in an external scan

chain. By utilizing such an approach, it is possible to physically link all cores of all layers with

a unique path inside the FPGA board, allowing the same methodology to be used for both

individual layer and stacked structure verification.

The processed JTAG debug signals are transmitted through a system of Printed Circuit Boards

(PCB) able to generate all power supplies, clock sources and control signals for the chips. The

120 signals applied to the I/O pins of the device are then transmitted to the Probe Card’s needle

frame, which is contacting the chip I/O pads.

6.8.3 2D prototype testing

The set of tests applied to the FPGA emulator is then re-applied to the 2D naked dies of the

prototype. Valid response sequences has been registered on the ASIC stand alone multi-core

layers ensuring the expected behavior of all the specific functionalities of the single dies, prior

to 3D stacking.

It has been possible to access and test each single core validating basic and complex behavior

of the processors, including reading and writing from the entire addressable memory space.

Checking of the boot sequence inside the ROM, reading/writing operation from both private

and shared memories have been verified. Particular effort has been invested for downloading

routines inside the private RAM memory of each core; with their execution it has been possible

to verify the in-layer multi-core interactions through the shared memory. The complete test

procedure has been validated in a wide range of frequencies, starting from 1 MHz and reaching

the target frequency of 400 MHz.
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Chapter 6. MIRACLE: a 3D Multi-core Processor Test Chip

Figure 6.17: SEM image of the multi-core die with post-processed TSV openings.

6.8.4 3D prototype

The proposed testing strategy has led to the identification of KGD, that are then post-processed

in the clean-room for the TSV fabrication, exploiting the Via-Last TSVs presented in Section IV.

The technology has already been validated and the fabricated TSVs have been shown to be

fully functional by connecting them in a daisy chain on a test wafer. A SEM image of the actual

multi-core die with fabricated TSV openings is shown in Figure 6.17.

In order to increase the yield of the final stacked structure, the planned methodology includes

the repetition of the same testing procedure to the single chips after the TSV etching process,

verifying that no electrical or mechanical damage has occurred during the in-house post-

processing and TSV fabrication.

6.9 Software approach

In traditional 2D design, as the number of cores increases, the bandwidth of the shared

memory becomes a performance bottleneck. In MIRACLE, the memory bottleneck problem

can be tackled using resource pooling, thanks to the possibility to utilize all layers’ resources

as a whole. Resource pooling refers to the sharing of resources between vertical stacked layers

[113].

MIRACLE’s memory subsystem has only one write port and one read port. When the memory

access rate exceeds a certain level, access blocking occurs. Memory bottlenecks and resource

pooling can be evaluated by a memory-intensive benchmark which performs 1000 writes

of integer-length values into the shared memory. Experiments writing on the local (same

layer’s) shared memory and the remote (different layer’s) shared memory are performed with

respectively 1-Core, 2-Core, 3-Core, and 4-Core. In this group of experiments, all active cores

are on the same layer. The resulting execution times for both local and remote shared memory
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Figure 6.18: Comparison of execution time of the memory intensive benchmark when all cores
access local memory, all cores access remote memory, and when memory resource pooling is
applied.

cases are shown in Figure 6.18. This figure shows that as more cores attempt to access shared

memory, performance penalty increases. When there are either more than two cores accessing

the remote shared memory or more than three cores accessing the local shared memory,

the extra cores are blocked for a while. Blocking of cores happens because of the memory

bottleneck and the communication limitation between layers.

To overcome this bottleneck, the remote shared memory can be used to mitigate the access

competition on the local shared memory, defining this scenario as Memory Resource Pooling.

In order to explore the benefits of this approach, the following experiments are performed: for

the multi-core cases we assign one core to access the remote shared memory while the other

ones still access the local shared memory; for the 3-core case, one core is assigned to access

remote shared memory while the other two write to the local shared memory. The results of

the experiments are depicted in Figure 6.18. For 3-core and 4-core cases, memory resource

pooling brings 26.6% and 42.3% reduction in execution time, respectively. This above memory

resource pooling strategy schedules memory accesses at the core granularity; thus, it can be

called Core Level Resource Pooling (CLRP).

A second possibility is the Task Level Resource Pooling (TLRP), which includes adjustable

workload allocation and workload scheduling within each core. With TLRP, the workload of

each core is divided into two parts: local memory accesses and remote memory accesses.

For each core in the system, workload allocation determines the ratio of local and remote

memory accesses, while workload scheduling defines their execution sequence. To perform

a fair comparison, an equal amount of workload is allocated to all the cores. In Figure 6.19,

each group of 4 bars represents the workload execution of four cores on the same layer. White

and gray blocks stand for local and remote memory accesses, respectively, and black ones

represent the memory stalls. In the same figure, Scheduled refers to the sequence of workload
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Figure 6.19: Performance under different workload allocation and scheduling combinations.
(a) serves as the baseline, (b) has the same schedule as the baseline but fewer remote memory
accesses, while (c) has the same number of remote memory accesses but has a different
schedule.

execution planed for each core, while Actual shows the real execution. We consider (a) as a

baseline case, where simultaneous local memory accesses from 4 cores are avoided. In this

case, all cores behave as scheduled and no core is blocked because of contention. Case (b)

shows the situation where the system applies the same workload schedule with (a) but with

fewer remote memory accesses. Since local shared memory allows for 3-Core simultaneous

access at most, there is a noticeable performance loss once all four cores access the local

shared memory. Case (c) demonstrates the system’s behaviour when the cores have the same

amount of remote memory accesses as (a), but they are scheduled to access local and remote

shared memory at the same time, which causes considerable performance loss compared to

(a). Thus, combination of workload allocation and scheduling in TLRP has significant effects

on performance.

To optimize performance via memory resource pooling, memory congestion should be

avoided as much as possible. The following approach is used to compute the relationship

between performance and the number of remote memory accesses. Three workload schedules

are introduced, as shown in Figure 6.20, where each schedule is applicable to any workload

allocation. In Figure 6.20, remote memory accesses increase gradually from left side to right

side. Schedule (a) always makes all four cores access the remote shared memory (4-thread-

RSM, where RSM stands for remote shared memory). Schedule (b) issues two cores to access

remote shared memory at a time (2-thread-RSM) from (1) to (3). From (4) on, remote memory

accesses are too many to be scheduled using 2-thread-RSM, thus mixed 2+4 thread-RSM

is applied until the ratio of remote memory accesses increase to 100%. 1-thread-RSM has

only one thread accessing remote shared memory at a time to minimize simultaneous local

memory access, as shown in case (c) from (1) to (3). As the remote memory accesses increase,

schedule (c) uses 1-thread-RSM, 1+2 thread-RSM, and 2+4 thread-RSM successively, which

minimizes simultaneous local memory accesses.
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Figure 6.20: Workload schedules for task level resource pooling. (a). 4 threads accessing
remote shared memory at the same time–4-thread-RSM; (b). (1)-(3): 2 threads accessing
remote shared memory at the same time–2-thread-RSM; (c). (1)-(3): 1 thread accessing
remote shared memory–1-thread-RSM.
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Figure 6.21: Test results of different memory resource pooling schedules and the optimal
schedule’s curve based on Eqn.1.

To compare the performance of these 3 schedules, we observe the execution time of the

whole application, i.e., the longest execution time among all four cores. The execution time

on each core is the product Texec = instruction count × cycles per instruction × cycle time.

Since most of the memory-intensive applications contain a large number of memory accesses,

instructions can be substituted by memory accesses, which means that the execution time

becomes Texec = # of Memory Accesses × Cycles per Memory Access × Cycle Time. To apply

TLRP, we need to split memory accesses into local memory accesses and remote memory

accesses. In the following equation, Texec stands for the execution time, NMem Acc is the total

number of shared memory accesses in the application, WL and WR represent the weight (i.e.,

ratio) of local and remote memory access, and CLi and CRi refer to the number of cycles when

i cores are accessing local shared memory and remote shared memory, respectively. CLi and

CRi can be obtained from the shared memory access test. After replacing the variables with

their values we can compute the function of Texec and WR , and thus the execution time can

be computed according to the ratio of remote memory accesses.

Texec = (
∑

(WLi ×NMem Acc ×CLi )+
∑

(WRi ×NMem Acc ×CRi ))×TC ycle (6.1)

WL +WR =
∑

WLi +
∑

WRi = 1 (6.2)

Figure 6.21 shows the test results and fitted curves of the workload schedules in Figure 6.20.

The theoretical curve based on Eqn. 6.1 is drawn for the optimal schedule. The experimental

results fit with the theoretical curve. Although all of the three schedules can take advantage

of resource pooling, the optimal one improves the performance by 48.9% at most, which

coincides with the curve for 2-thread-RSM. The optimal schedule shown in the Figure 6.21

demonstrates the potential benefits of memory resource pooling and TLRP workload schedul-

ing.
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Figure 6.22: Performance improvement compared to single core.

In Eqn. 6.1, NMem Acc is only related to the applications, Tc ycle depends only on the architec-

ture, and CLi and CRi are both application and architecture related. Thus, for most of the

shared-memory systems and applications, the proposed approach is applicable for deciding

whether there would be potential performance improvement of memory resource pooling

and for quantifying the benefits.

6.10 Performance evaluation

To evaluate the performance of MIRACLE, four benchmarks has been designed: 1D DCT, a

single dimension 8×8 matrix discrete cosine transformation; 1D FFT, 8×8 matrix 12 butterfly

Fast Fourier Transformation; 1D Median Filter with a window size of 3 and an input array

with 64 integers; Matrix Multiplication, 8×8 multiplication implemented using divide and

conquer algorithm.

The test results are shown in Figure 6.22. Ideal performance improvement refers to the

improvement that can be achieved by the multi-core system if the benchmarks can be fully

parallelized. For 1-Core to 4-Core cases, the cores are all on one layer and thus the system can

be viewed as a 2D layer only. For the 8-Core case, we have two 2D layers with four cores on

each, which is the 3D-MMC architecture described in the previous chapter. It can be observed

in Figure 6.22 that the performance improves significantly (61% on average) from 4-Core (2D)

to 8-Core (3D). The difference of improvement among benchmarks is due to the fact that the

benchmarks vary in their scalability. As an example, both DCT and FFT have the same input

matrix and large amounts of computation, but FFT is more computation-bound compared to

DCT. Reading the input can be viewed as the serial part of a benchmark while the computation

is the parallel part since it can be done locally in each PE. Thus, the scalability of DCT is

lower compared to FFT, and this difference results in different performance improvement in
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Table 6.5: Execution Time of Different Shared Memory Access Scenarios When All 8 Cores are
Active.

Benchmark All cores access a All cores access their
single shared memory [ns] local shared memory [ns]

1D DCT 16716 16495
1D FFT 26260 26063
Median Filter 8674 7420
Matrix Multiplication 52838 51935

turn. Figure 6.22 demonstrates the performance benefits of using 3D stacking. Assuming a

negligible area overhead is imposed by stacking, performance per area is 61% better than a 2D

chip on average.

For the 8-Core case there are two ways of shared memory accesses for the cores: accessing a

single shared memory in the system or each core accessing their local shared memory only.

Table 6.5 shows the execution times of these two scenarios. For DCT and FFT, execution times

differ by 1.3% and 0.8% only. Matrix Multiplication has 1.7% difference between these two

situations because of its slightly higher memory access rate. There is a much larger difference

(16.9%) for Median Filter because it is the most memory-intensive benchmark.

Finally, memory resource pooling is applied to the Median Filter benchmark. Since this

benchmark also needs a lot of private memory accesses, four cores running this benchmark

does not stress the shared memory sufficiently to reach the memory bottleneck, limiting the

performance improvement to 5%. The available benefit from memory resource pooling is

proportional to the memory access rate. The memory access rate becomes higher with a larger

number of cores on 2D layer and/or by running more memory-intensive applications. When

applying resource pooling to more than 2 layers in a 3D system, the benefits are expected to

increase as the cores can utilize a larger number of shared memory blocks across different

layers.

6.11 Summary

In this chapter, MIRACLE, a test vehicle based on the 3D-MMC architecture has been intro-

duced.

A 36:8 serialization is implemented, vertical data packets are transmitted over multiple cycles,

resulting in a vertical data bandwidth of 3.2 Gb/s. Even with such low data rate and the

additional latency, the 2-layered 3D-MMC achieves 61% performance improvement compared

to a single layered 4-core chip for a set of parallel workloads. This demonstrates the benefit of

the proposed 3D serial interconnection in a complete CMP.

The homogeneous integration approach can offer a significant reduction of the Non Recurring
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Engineering cost. Stacking identical, fully testable multi-processor dies with 4 processing

elements and memory units on each die, leads to an increased yield for the final 3D system,

built out of KGD. Coherent design and testing strategies are proposed and demonstrated to

ensure robust operation.

A test vehicle, consisting of two layers, has been fabricated using standard UMC 90nm CMOS

process. Single dies have been tested to be functional, and then post-processed for the in-

house TSV fabrication and stacking. The proposed 3D system can operate at 400MHz, with a

vertical bandwidth of 3.2Gbps.
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7 Summary and Conclusions

Planar on-chip interconnects have become a major concern as their impact on IC performance

has been progressively increasing with each technology node, becoming a dominant source

of circuit delay and power consumption. As today’s semiconductor technology has started

facing this "interconnection bottleneck", the ever increasing demand for higher speed, lower

power and more functionality has lead to a paradigm shift towards 3D integration. Stacking

multiple dies and interconnecting them through the silicon substrate with TSVs is a promising

solution to continue the "More-than-Moore" trend. Nevertheless, TSV dimensions are limited

by the chip assembly process, and will hardly overcome the sub-micron scale. Hence, the area

occupied by TSVs is far from negligible compared to nanometer BEOL structures.

The main objective of this thesis is to explore the speed/power/area trade-offs for cross-chip

data communication through state-of-the-art TSV channels. More specifically, the aim of

this thesis work consists of proposing design solutions to leverage the high bandwidth and

low-delay connection provided by TSV links minimizing the cost in terms of silicon area and

capacitance. The summary of the thesis work and the main contributions are presented in

the following sections. The dissertation is then concluded with a discussion on the possible

directions for future work.

7.1 Summary

The dissertation starts presenting a compact TSV model in Chapter 2. The model is then used

for fast and accurate exploration of the TSV performance and impact on electronic systems’

performance throughout the remainder of the thesis. Chapter 3 presents a configurable 3D

network architecture interconnecting a system composed of a cluster of processing elements,

placed on a logic layer, and multiple layers of SRAM modules constituting a single shared L1

memory. TSVs, despite being short and fast, still occupy a significant area compared to the

CMOS logic. To address this issue, in Chapter 4 we propose a TSV-based 3D serial link carrying

out a design space exploration to identify the serialization level that efficiently balances the

area occupied by the TSVs and the power consumption of the vertical link. The effect of the

117



Chapter 7. Summary and Conclusions

TSV serialization on the clock distribution network is also discussed. A 3D modular multi-core

processor platform integrating the proposed serial TSV link is then presented in Chapter 5.

The effect of the serialization on the TSV count and the chip routing are presented. Finally, the

capabilities of the proposed serial approach are validated using the test vehicle, MIRACLE,

described in Chapter 6. The test vehicle consists of fully functional multi-processor dies based

on standard CMOS technology and stacked using an in-house TSV fabrication process to

obtain the 3D prototype.

7.2 Main contributions

• We present 3D-LIN, a configurable logarithmic network that can be integrated in a

3D stacked CMP. The architecture of the 3D network has been optimized targeting

tightly coupled processor clusters, for which performance critically depends by the the

interconnect between the processors and the memory banks. The 3D implementation

and the reconfigurability of the 3D network expand the storage capability of the system,

still guaranteeing single cycle, low-latency communication. We demonstrate that in

the case of memory occupation of 60% of the planar chip, by moving to a system that

integrates two memory layers on top of a logic layer, the form factor is improved more

than 60%. In terms of latency, the 16x128 configuration of the network can be improved

up to around 30%. Latency and area improvements come without a worsening of power

consumption.

• A serial vertical high speed TSV link has been developed in order to minimize the area

footprint occupied by the TSV channels still guaranteeing the desired bandwidth. We

explored the effect of different levels of serialization on the area and energy efficiency

for a range of available TSV technologies. We demonstrate that an 8-bit serialization

guarantees a good balance between area consumption and energy efficiency across all

the explored TSVs.

• A modular 3D stacked multi-processor platform, 3D-MMC, consisting of identical

dies has been proposed as an alternative to the memory-on-logic stacking approach.

The homogeneous integration approach can offer a significant reduction of the Non

Recurring Engineering cost. Stacking identical, fully testable multi-processor dies with

four processing elements and memory units on each die, leads to an increased yield for

the final 3D system, built out of KGD.

• The serial vertical link has been integrated in the 3D-MMC platform. Results show that

the serial approach reaches up to 12.4% wirelength improvement compared to the fully

parallel counterpart when using 10µm TSVs. Even for high end TSV technologies such

as 5µm TSVs, the wirelength undergoes an average reduction of 5.3%.

• MIRACLE, a test vehicle based on the 3D-MMC architecture has been implemented.

The test vehicle includes a serial inter-layer connection and the vertical data packets
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are transmitted over multiple cycles, resulting in a vertical data bandwidth of 3.2 Gb/s

at 400MHz. Even with such low data rate and the additional latency, the 2-layered

prototype achieves 60% performance improvement compared to a single layered 4-core

chip for a set of parallel workloads, demonstrating the benefit of the proposed 3D serial

interconnection in a complete CMP.

7.3 Future work

Although a significant amount of research has been focused on various aspects of 3D IC

technology in the last years, there are still several aspects that need to be addressed before this

technology can be widely adopted. Focusing on the topics tackled in this thesis work, we can

highlight future research directions for improving 3D IC design.

First of all, the proposed TSV model should be extended to include the crosstalk effect and

validated against measurements for the different sizes/process parameters. Fabricated TSV

channels integrated with CMOS logic for the signal transmission need to be characterized to

extract the actual maximum TSV bandwidth.

In Chapter 3 we have proposed a logarithmic parametric combinatorial network connecting

multiple processing elements to on-chip shared multi-banks SRAM. Although this structure

provides a convenient shared memory abstraction while avoiding cache coherence overheads,

it still has drawbacks in terms of miss latency when the requested data is not in the shared

memory, but should be fetched from the main memory. This problem can be a serious

performance bottleneck for several applications. Future research efforts should be focused on

replacing the shared SRAM with a cache memory.

At the circuit design level, it would be interesting to explore different SERDES topologies to

optimize different systems. In this dissertation, we have proposed a high speed 3D link design

that maximizes the transmission bandwidth in Chapter 4, while a low-speed, multi-cycle

transmission vertical link has been included in the MIRACLE prototype presented in Chapter 6.

Focusing on energy efficiency as design priority, a ultra low-power SERDES design for low

speed inter-layer data transmission should be investigated.

As the CMOS technology nodes reach the deep sub-micron range, such as the 14nm technol-

ogy node, the effect of TSV insertion on the system performance is expected to face major

challenges. For this reason, future research should be focused on investigating the impact of

the proposed serial configuration on 3D ICs built in future CMOS technology nodes.
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