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Abstract—Adiabatic superconducting devices are promising candidates to develop high-speed/low-power electronics. Advances in physical technology must be matched with a systematic development of comprehensive design and simulation tools to bring superconducting electronics to a commercially viable state. Being the technology fundamentally different from CMOS, new challenges are posed to design automation tools: library cells are controlled by multi-phase clocks, they implement the majority logic function, and they have limited fanout. We present a product-level RTL-to-GDSII flow for the design of Adiabatic Quantum-Flux-Parametron (AQFP) electronic circuits, with a focus on the special techniques used to comply with these challenges. In addition, we demonstrate new optimization opportunities for graph matching, resynthesis, and buffer/splitter insertion, improving the state-of-the-art.
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I. INTRODUCTION

Superconducting electronic (SCE) devices are ideal candidates to build high-speed and low-power electronic circuits. With respect to standard CMOS, such devices rely on different materials and different physical phenomena. It follows that design and simulation tools must integrate dedicated strategies to enable the creation of complex superconducting circuits.

Josephson Junctions (JJ) and superconductive inductors are the basic building blocks of SCE devices, used to generate superconducting loops with quantized magnetic fields. Adiabatic Quantum-Flux-Parametron (AQFP) is a family of superconductive devices characterized by high energy efficiency [1]. Thanks to AC excitation currents driving the adiabatic switching operations, they have reduced dynamic energy dissipation: an advantage with respect to other superconducting devices, e.g., Rapid-Single-Flux-Quantum (RSFQ). Every logic cell in the AQFP library is sequential and controlled by a multi-phase clock, hence requiring advanced timing schemes and clock distribution. Besides, all paths to the input of a cell must be balanced to guarantee that excitation inputs are available at the clock signal. An additional challenge is posed by the limited fanout of superconducting cells. Specifically, an AQFP cell can drive 3 other cells, even if a smaller limit is often enforced to reduce power. For larger fanouts, special splitter cells are used to distribute the signal. AQFP logic cells natively implement the majority (MAJ) operation by combining three buffers. Other functions, e.g., AND/OR, are derived from the MAJ gate by choosing a specific buffer producing a constant logic value. New circuit optimization and mapping strategies can be developed, based on this highly expressive Boolean function, especially since both 3-input (MAJ3) and 5-input (MAJ5) gates are available. We will use MAJ and MAJ3 interchangeably. To represent the logic efficiently, it is ideal to use a network representation that suits the specific application. In the case of AQFP, this representation is Majority-Inverter Graphs (MIG) [2].

In this work, we describe how Synopsys’ Fusion Compiler (FC), an industrial design automation tool originally designed for classical CMOS, has been adapted to work for AQFP superconducting circuits and delivers a complete RTL-to-GDSII flow. This flow, as the previously proposed solution for the RSFQ technology [3], is part of the company’s effort to create efficient EDA tools for superconducting circuits. Starting from how the AQFP library cells are handled, this manuscript presents majority-based synthesis and optimization, technology mapping, and post processing, which includes splitter and buffer insertion. Our result section presents an analysis of how the circuit resources (number of cells) and area vary during the synthesis steps of the design flow.

Besides what is already industrially available, there is plenty of room for improvement. We unveil novel techniques in circuit rewriting, mapping and splitter insertion, which combined improve over the state-of-the-art in terms of area and delay. As publicly available logic synthesis tools, dedicated to CMOS, mostly rely on AND-inverter Graphs (AIG) [4], in this work we describe a mapper to MIGs that also optimizes logic sharing. Several works focused on optimizing superconductive circuits for area and delay and developed specific buffer and splitter insertion methods [5]–[7]. In this work, we present a rewriting algorithm that leverages exact synthesis and supports both 3-input and 5-input majority. Furthermore, we present a buffer and splitter insertion method that, in contrast with existing techniques, does not perform logic transformation. Instead it re-schedules the network to obtain a reduction of about 15% in JJ count.

Overall, this work wants to highlight the challenges that EDA tools must overcome to design for the AQFP superconducting family, describe the industrial state-of-the-art, and shed light on new improvement opportunities.

II. BACKGROUND

The use of Josephson junctions (JJ) in logic devices was originally proposed in [8]. They constitute the building blocks
of any superconducting electronic circuit. A Josephson junction consists of two superconductors coupled by a tunneling barrier. The junction operates at high switching speed between two distinct states: a pair tunneling state in which current flows through the barrier without any voltage drop, called superconducting state; and a single-particle tunneling state in which the current, above the critical level, flows with a voltage drop across the junction, called voltage pulse state. Josephson devices can be divided into two categories: flux transfer and voltage transfer devices. Among the first ones, AQFP devices [9] exploit adiabatic switching in the logic operation to drastically reduce the dynamic energy consumption of conventional superconducting devices. Superconducting adiabatic devices are realized by operating the Quantum Flux Parametron (QFP) [10] in adiabatic mode. A QFP, whose structure is shown in Figure 1(a), has the high switching speed of JJ devices but with a lower energy dissipation. It consists of a two-junction Superconducting QUantum Interference Device (SQUID) with two Josephson junctions $J_1$ and $J_2$, loop inductances $L_1$ and $L_2$, and an output inductance $L_q$. An initial current $I_{in}$ flows in the device. The excitation current $I_x$ is applied through inductances $L_{x1}$ and $L_{x2}$, which are magnetically coupled with $L_1$ and $L_2$ respectively. If the excitation current causes the total applied flux to exceed the half flux quantum with an inwards input current $I_{in}$, a single quantum flux enters the left superconducting loops, generating a large output current. This state, shown in Figure 1(b), is encoded as state “1” of the logic device. State “0” is shown in Figure 1(c), where a quantum flux enters the right loop. It follows that the polarity of the initial current determines the final logic state of the cell. QFP devices are connected through superconducting transformers to form AQFP logic gates. Signal propagation is controlled using a multi-phase clock.

Logic functions natively implemented by the AQFP technology are Buffer, Inverter (NOT), and Majority (MAJ) gate. The inverter is easily obtained using an output transformer with a negative coupling coefficient. The 3-input Majority gate (MAJ) is obtained connecting three Buffer gates to a 3-to-1 Branch cell. Inverted inputs are implemented without area or delay overhead. The majority gate of three inputs $x$, $y$, and $z$ implements the following Boolean function:

$$\text{MAJ}(x, y, z) = (x \lor y) \land (x \lor z) \land (y \lor z)$$

(1)

From Eq. 1 it is clear how MAJ($x\lor 0$) = $x \land y$ and MAJ($x\lor 1$) = $x \lor y$. It follows that AND/NAND and OR/NOR gates can be derived from the MAJ gate by fixing one of the inputs to a constant value. To optimize the logic of an AQFP device it is then convenient to use a multi-level logic network capable of efficiently representing the majority operation. Perfect candidates are Majority-Inverter Graphs (MIG) [2], in which each node implements the majority operation and edges can be inverted. MIGs have a dedicated complete algebra, hence the minimum MIG for a given Boolean function is always reachable using the transformations defined in the algebra.

Despite that, finding the sequence of transformations for the minimum MIG is not trivial. Since the majority function is self-dual, inverters can be propagated through gates, which provides additional optimization opportunities.

III. INDUSTRIAL AQFP MAJORITY SYNTHESIS FLOW

As described in the introduction, there are several features of the AQFP technology that require dedicated handling in an industrial design flow. The first challenge is to handle the AQFP library, in which every cell is sequential. To adapt the library to the requirements of Fusion Compiler, a CMOS-based industrial synthesis engine, clock pins are removed to create new CMOS-equivalent combinational cells. The function expression of the cell is converted from sequential to combinational. Constraint timing data between clock and data inputs are removed. Sequential delay data from clock to output are transformed to combinational delay for all the input pins. In addition to the described special handling of library cells, logic optimization steps have been modified to reduce gates’ fanout. Since AQFP maps into MAJ gates, a specific logic optimization step has been developed, which runs on a MIG representation of the logic. Once we have a functional netlist, the artificial library references are ‘swapped’ back to the original ones. Post-processing steps are required to add splitters and buffers and they are described in details in the next sections. Despite FC delivers a complete RTL-to-GDSII flow, including place&route and clock distribution, this work focuses on the initial synthesis flow steps.

A. Fanout Optimization

Despite the AQFP technology would enable a cell load of 3, since large fanouts are in conflict with adiabatic operation, here we enforce a maximum fanout of 1. To obtain larger fanouts, trees of splitter cells are inserted in the circuit. It follows that large-fanout cells have a negative impact on the area of the device due to the overhead given by the splitters’ cells. In addition, since splitter cells are sequential, all paths to the loads need to be re-balanced after splitter insertion, causing operating frequency degradation. Thus, it is paramount...
to consider the fanout as a key cost function for the optimization of superconducting circuit.

To address the area impact of splitter cells, the proposed flow performs iterative optimization driven by a new cost function that considers the area cost of hypothetical splitter trees at the cell fanout. This cost function uses information from the cell library to scale the area impact of the splitters with respect to the other cells. Besides, logic sharing optimizations with low area impact have been removed from the flow, to avoid the unnecessary generation of large-fanout cells. Following the same motivation, aggressive depth optimization has been substituted by more selective techniques.

B. Majority Synthesis and Majority Mapping

One of the main challenges in AQFP-based design is to reduce the circuit latency since the combinational cells are clocked and have a unitary delay cost in this technology. In logic synthesis, it is well established that the logic depth in a combinational circuit correlates with the circuit performance. When it comes to the multi-level logic optimization targeting the AQFP technology, the minimization of logic depth plays a fundamental role for timing optimization. In this sense, the recent advances in the majority-based synthesis provide a robust alternative for depth-oriented optimization due to the ability for reshaping the circuit structure as well as for encapsulating logic into majority nodes [2].

Our majority-based optimization works on top of a generic Boolean network where each internal node can represent an arbitrary Boolean function. Initially, the proposed depth-oriented optimization decomposes the network into MAJ nodes and inverters e.g., majority-inverter graph (MIG). In the sequence, it performs multiple iterations of depth-first search (DFS) traversals trying to optimize the logic depth of each internal node by applying majority transformation rules based on the MIG algebra proposed in [2]. The algorithm optimizes the nodes in the transitive-fanin cones of each primary output by successively applying associativity, distributivity, relevance, and substitution transformations on the majority nodes. This iterative optimization works as a delay-driven approach by costing and updating the logic depth of each node. After the depth-oriented optimization, we do a pass of area recovering based on the distributive rule. We have observed that performing around of twenty iterations of depth-oriented optimization typically leads to good QoR (Quality of Results). Besides that, we have early bailouts to stop the iterative loop when the network structure is not improving for successive iterations.

After performing multiple passes of majority-based optimization, we end up with a network comprising MAJ nodes and explicit inverters. Therefore, we apply a post processing on top of the optimized network to ensure that we can fully benefit from the intrinsic properties of the AQFP cells to implement complemented signals. For instance, in AQFP technology, the AND, OR, and MAJ cells can implement inverted inputs without any extra area and delay cost. In this sense, the absorption of input inverters into these cells is essential to avoid the extra area and depth cost of explicit inverters. The proposed post processing performs three main operations: (i) collapsing input inverters into MAJ nodes; (ii) normalizing the pseudo MAJ nodes with a constant 0/1 input into their equivalent AND/OR representation; (iii) and, finally, permuting the inputs of the MAJ, AND, and OR nodes as needed to match the right polarities of the corresponding AQFP cells from the library, a process called MAJ-npn absorption. In practice, such a post processing delivers a logic network where each internal node has a direct correspondence to an existing combinational cell from the library. This way, the technology mapping for the generic Boolean network is straightforward done by a 1-1 mapping from network nodes to AQFP cells.

C. Post-Synthesis Steps

Once we have a fully-functional netlist, the following post-processing steps are required.

1) Reference swapping: Synthesis uses synthetic library cells while creating the synthesized netlist. The reference of each instance in the design needs to be swapped to the equivalent superconducting library cell. This is achieved by using a naming convention for the synthetic library cells. For example, if the original library cell is named “dff_h01”, the synthetic library cell is named “dff_h01_cmos_equiv”. To swap the reference of an instance, the correct real library cell is searched by name, by stripping of “_cmos_equiv” from the name of the existing reference.

2) Splitter Insertion: We have already discussed how splitter cells are required to distribute the signal when the cell fanout exceeds 1. The available splitter cells have one input and 2 or 3 outputs. For any net with multiple loads, a balanced splitter tree is created to ensure that each net in the design has one driver and one load. For example, supposed net A, has 4 loads. A 2 level splitter cell tree will be created, assuming splitters with 2 outputs are used. The original net connected to the input of first splitter cell and its output pins connected to next level of 2 splitters. The 4 output pins of the 2 splitters, now drive the original 4 loads of the net.

3) Buffer Insertion: The signal moves from the input of a cell to its output with each clock cycle. This implies that to ensure that input signals of a logic cell are correct, all paths to the cell must be of same length. The primary ports of the design are also considered as clocked elements for this purpose. The length is defined as number of combinational cells in the path. Buffering is done in two steps: (i) calculate the longest path, and (ii) add buffers so that the all path lengths equal the longest path. For example, if the longest path to a cell has a length of 10 and the path length from a primary input A to the cell is 6, 4 new buffers are required to ensure design correctness.

IV. Novel Synthesis Opportunities with AQFP

The previous section presented how we reformulated an industrial EDA flow to provide a complete solution for the AQFP technology. In this section we are giving a special focus to the logic synthesis step by proposing novel solutions that natively address the AQFP requirements during logic optimization and technology mapping.
A. Graph Mapping

As AQFP is majority-based, converting a given logic circuit into a good initial MIG structure is essential to exploit the expressive potential offered by the majority operation and obtain compact circuits. This process enables specialized mappers for AQFP technology to benefit from a favorable initial structure improving the final area and delay results. We developed a versatile mapper that maps from any network type into a technology-dependent or -independent (graph mapping) representation [11].

Our mapper is cut-based and utilizes a database of small circuit structures or a technology library to map and rewrite the circuit. Compared to other approaches such as LUT-based rewriting [12] and rewriting [13], our method offers better logic sharing and global optimization. Boolean matching is used to bind the cuts to the available structures or primitives so that decomposition costs are known during mapping and are used to drive the cuts selection process. Our approach executes multiple mapping refinement iterations from global to local optimization. In this way, the mapper first generates the cover flow [14] as cut selection criteria, and then optimizes it locally, in the MFFCs, using 'exact area' [15]. Structural hashing is also used in graph mapping to find common logic between the structures and further reduce the size of the mapped circuit.

As a result, we can obtain more compact and shallow logic than other graph mapping or rewriting approaches. Moreover, our mapper supports depth-oriented mapping that is crucial for the AQFP technology to limit the length of unbalanced paths. For AQFP synthesis, we are interested in mapping an initial network type into a MIG targeting both depth and size reduction. To do so, we used the mapper in the delay-oriented setting using a library composed of optimum size MIG structures for each 4-input NPN class.

B. Exact Resynthesis Considering AQFP-Specific Costs

Buffers and splitters in an AQFP circuit often take up a significant amount of the area and delay. To consider the cost of buffers and splitters during logic synthesis, we develop a rewriting algorithm utilizing an exact database of buffer-and-splitter-inserted MIGs [16]. The exact database contains, for each 4-input NPN class, a set of optimum AQFP structures under different input arrival time patterns.

To generate the database, we enumerate all single-output 4-input MIG DAG structures (without inverters) with predefined bounds on the number of gates and levels. Then, using a depth bounded search with backtracking together with dynamic programming, the optimum buffer-splitter insertion for each MIG structure is computed for a set of different input arrival time patterns. Then, for each MIG structure, we find the NPN classes computable by that DAG, and the database is updated accordingly. This database generation is a one-time computation that only depends on the AQFP library.

The rewriting algorithm first maps the input network to a 4-LUT network using ABC [17] and replaces the LUTs with optimum structures from the database considering their input arrival times, in a bottom-up manner. For each 4-LUT node, the algorithm computes the arrival times of its fanin signals by augmenting the levels of the respective fanins in the already rewritten part of the network with the additional number of levels required if balanced splitter trees were to be connected to those fanins. Such augmentations are needed only for fanins that have multiple fanouts. Then the algorithm replaces the LUT with the AQFP structure from the database that would give the minimum number of JJs, also taking the additional buffer requirements into account in case the input arrival time pattern does not exactly match the arrival patterns available in the database.

C. Buffer and Splitter Insertion

After logic optimization, we identify that buffer and splitter insertion can be further minimized by re-configuring the schedule of the logic network without logic transformation [18]. A schedule of a network is a level assignment to each logic gate. Using a linear-time algorithm and given a schedule, the minimum number of buffers and splitters needed to legalize the network can be computed. Thus, fine-grain optimization on the final JJ count of an AQFP circuit is achieved by finding a better schedule for the optimized MIG.

We first apply two simple scheduling algorithms, as-soon-as-possible scheduling (ASAP) and as-late-as-possible scheduling (ALAP), which try to place each logic gate at the lowest (or highest, respectively) possible level considering enough levels for splitters at the output of multi-fanout gates. The one which leads to a smaller buffer and splitter count is taken as the initial schedule. Then, we attempt to optimize the schedule by moving groups of closely-connected gates, called chunks, together. The set of all chunks forms a partition of all gates in the network, and the interfaces between chunks are where flexibility exists in the configuration of buffers and splitters. On average, our scheduling-based buffer-and-splitter optimization is capable of reducing about 15% and up to 40%, depending on the benchmark and the technology assumptions used, of the number of buffers and splitters [18].

D. AQFP Synthesis Flow

Overall, our AQFP synthesis flow consists of three steps: First, a good initial MIG is obtained by applying 3 rounds of graph mapping as introduced in Section IV-A. Then, the MIG is optimized considering buffer and splitter costs using the AQFP-specialized rewriting algorithm proposed in Section IV-B repeatedly for 10 iterations. Finally, buffers and splitters are inserted using the scheduling-based approach described in Section IV-C.

V. EXPERIMENTAL RESULTS

We demonstrate Synopsys’ Fusion Compiler AQFP-dedicated flow using a combinational design from the random-control EPFL benchmark [20] ‘i2c controller’, which has 147 inputs and 142 outputs. We report in Table II the number of logic cells, splitters and buffers at the different flow steps: (i) logic optimization, (ii) splitter insertion, and (iii) balancing (buffer insertion). Our MIG-based optimization and mapping
TABLE I
RESULTS OF THE PROPOSED AQFP SYNTHESIS FLOW.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Reference [19] Only MAJ3 gates are used</th>
<th>Both MAJ3 and MAJ5 gates are used</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area (JJ)</td>
<td>Delay (Levels)</td>
</tr>
<tr>
<td>5xp1</td>
<td>824</td>
<td>8</td>
</tr>
<tr>
<td>c1908</td>
<td>5242</td>
<td>53</td>
</tr>
<tr>
<td>c332</td>
<td>2198</td>
<td>50</td>
</tr>
<tr>
<td>c5315</td>
<td>18932</td>
<td>49</td>
</tr>
<tr>
<td>c880</td>
<td>4520</td>
<td>36</td>
</tr>
<tr>
<td>chkn</td>
<td>4022</td>
<td>28</td>
</tr>
<tr>
<td>count</td>
<td>1426</td>
<td>18</td>
</tr>
<tr>
<td>dist</td>
<td>4208</td>
<td>17</td>
</tr>
<tr>
<td>in5</td>
<td>4312</td>
<td>20</td>
</tr>
<tr>
<td>in6</td>
<td>3472</td>
<td>17</td>
</tr>
<tr>
<td>k2</td>
<td>18294</td>
<td>29</td>
</tr>
<tr>
<td>m3</td>
<td>3118</td>
<td>13</td>
</tr>
<tr>
<td>max512</td>
<td>5536</td>
<td>19</td>
</tr>
<tr>
<td>mix53</td>
<td>14996</td>
<td>29</td>
</tr>
<tr>
<td>mlp4</td>
<td>3622</td>
<td>19</td>
</tr>
<tr>
<td>prom2</td>
<td>28774</td>
<td>22</td>
</tr>
<tr>
<td>sq6</td>
<td>1102</td>
<td>11</td>
</tr>
<tr>
<td>x1dn</td>
<td>1296</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>125894</td>
<td>453</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

In this paper we detailed the challenges that EDA must face to design circuits for the AQFP technology family. A first challenge is to adapt tools that have been originally designed for standard CMOS. We presented Synopsys’ solution, which provides a complete RTL-to-GDSII flow. Another challenge is to develop specific MIG-based optimization techniques for the new technology. We presented the special optimization and

methods synthesize a total of 907 logic cells. After logic synthesis, the references of these cells are swapped from the CMOS equivalent library to the original AQFP library, as explained in Section III-C1. The next flow step inserts splitter trees to guarantee that no net exceeds the fanout limit of 1. Both 1-2 and 1-3 splitters are available in the used AQFP library. As shown in Table I, 611 splitter cells and 65 buffer cells are inserted. The buffers are used to balance all paths of the splitter trees. During the last post-processing step, buffers are inserted to balance every path to the input of logic cells, for a total of 5339 buffers. Finally, Table I shows the area increase during each flow step. We use the normalized area to avoid disclosing information on the library cells. Although this manuscript focuses on logic synthesis and post-processing, FC provides a complete RTL-to-GDSII flow, hence including place&route. A portion of the chip area is shown in Fig. 2. It is possible to recognize logic cells in light blue and interconnects in green and orange.

We evaluate the AQFP synthesis flow described in Section IV-D using the MCNC benchmark suite [21] and compare our results against [19]. We assume that primary input signals are always available (i.e. do not need to be path-balanced with buffers) and strong enough (i.e. do not need to be branched with splitters). Primary outputs are branched and balanced. To guarantee a fair comparison we set the splitting capacity of splitters to \( \frac{4}{1} \) as in [19]. The method described in Section IV-C reduces the JJ count of 15% in this experiment. Table I summarizes the results focusing on the impact of MAJ-5 gates. On average, our synthesis flow improves over the state-of-the-art method by 27.5% in area and 31.1% in delay when only MAJ-3 is used. Moreover, if MAJ-5 gates are available, our flow further reduces area by 32.3% and delay by 36.6%.

TABLE II
RESULTS OF THE INDUSTRIAL AQFP FLOW

<table>
<thead>
<tr>
<th>logic synthesis</th>
<th>splitter insertion</th>
<th>buffer insertion</th>
</tr>
</thead>
<tbody>
<tr>
<td>#logic cells</td>
<td>907</td>
<td>907</td>
</tr>
<tr>
<td>#splitters</td>
<td>611</td>
<td>611</td>
</tr>
<tr>
<td>#buffers</td>
<td>65</td>
<td>5339</td>
</tr>
<tr>
<td>total</td>
<td>907</td>
<td>1583</td>
</tr>
<tr>
<td>norm. area</td>
<td>1</td>
<td>1.60</td>
</tr>
</tbody>
</table>
Technology mapping methods integrated in Fusion Compiler. Besides, we focused on novel optimization opportunities and introduced a synthesis flow designed for AQFP. The flow is based on majority logic and performs splitter/buffer optimization by considering the technology requirements during logic synthesis. We evaluated our approach against the state-of-the-art method, reducing area by 27.5% and delay by 31.1% on average. Finally, results are further improved by leveraging 5-input majority gates.
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