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ABSTRACT

Three-dimensional stacking of silicon layers is emerging as a promis-

ing solution to handle the design complexity and heterogeneity of
Systems on Chips (SoCs). Networks on Chips (NoCs) are necessary
to efficiently handle the 3D interconnect complexity. Designing
power efficient NoCs for 3D SoCs that satisfy the application per-
formance requirements, while satisfying the 3D technology con-
straints is a big challenge. In this work, we address this problem
and present a synthesis approach for designing power-performance
efficient 3D NoCs. We present methods to determine the best topol-
ogy, compute paths and perform placement of the NoC components
in each 3D layer. We perform experiments on varied, realistic SoC
benchmarks to validate the methods and also perform a compara-
tive study of the resulting 3D NoC designs with 3D optimized mesh
topologies. The NoCs designed by our synthesis method results in
large interconnect power reduction (average of 38%) and latency
reduction (average of 25%) when compared to traditional NoC de-
signs.
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1. INTRODUCTION

The 2D chip fabrication technology is facing lot of challenges in
utilizing the exponentially growing number of transistors on a chip.
The wire delay and power consumption is increasing dramatically
and achieving interconnect design closure is becoming a challenge.
Designing the clock-tree network for a large chip is becoming very
challenging and its power consumption is a significant fraction of
total chip power consumption. Moreover, diverse components that
are digital, analog, MEMS and RF are being integrated on the same
chip, resulting in large complexity for the 2D manufacturing pro-
cess [19].

Vertical stacking of multiple silicon layers, referred to as 3D
stacking, is emerging as an attractive solution to continue the pace
of growth of Systems on Chips (SoCs) [19]-[24]. The 3D tech-
nology results in smaller footprint in each layer and shorter verti-
cal wires that are implemented using Through Silicon Vias (TSVs)
across the layers. Heterogeneous systems can be built easily, with
each layer supporting a diverse technology [19]. The 3D technol-
ogy has been maturing over the years in addressing thermal issues
and achieving high yield [20].

To tackle the on-chip communication problem, a scalable com-

munication paradigm, Networks on Chips (NoCs) has recently evolved

[1]-[3]. NoCs are composed of switches and links and use circuit
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or packet switching technology to transfer data inside a chip. They
provide better structure, modularity and scalability when compared
to traditional interconnect solutions.

NoCs are a necessity for 3D chips: they provide arbitrary scala-
bility of the interconnects across additional layers, efficiently paral-
lelize communication in each layer and help controlling the number
of vertical wires (and hence TSVs) needed for inter-layer commu-
nication. The combined use of 3D integration technologies and
NoCs introduces new opportunities and challenges for designers.
Building power-efficient NoCs for 3D systems that satisfy the per-
formance requirements of applications, while satisfying the tech-
nology constraints is an important problem. To address this issue,
new architectures and design methods are needed. While the issue
of designing NoC architectures for 3D has received some atten-
tion [30]-[33], there has been little work on design methods for 3D
NoCs. The design methods for 2D NoCs do not consider important
3D information, such as the technology constraints on the number
of TSVs that can be supported, constraints on communication be-
tween adjacent layers, determining layer assignment for switches
and placement of switches in 3D.

In this work, we address this important problem and present a
synthesis approach for designing the most power efficient 3D NoC
that meets application performance and technology constraints. We
present a synthesis approach to determine the most power efficient
topology for the application and for finding paths for the traffic
flows that meet the TSV constraints. Our methods account for
power and delay of both switches and links. The assignment of
cores to different 3D layers and the floorplan of the cores in each
layer are taken as inputs to the synthesis process. To accurately
model the link delay and power consumption, for the given core po-
sitions, we present a method to determine the optimal positions of
switches in the floorplan in each layer. We then place the switches
on each layer, removing any overlap with the cores. Please note
that the assignment of cores to the different layers and the floorplan
of each layer needs to consider several performance and technolog-
ical constraints, such as thermal issues. There are several works
that address these issues [21]-[24] and our work is complementary
to them. Here, we only address the issue of designing the NoC
topology and determining the placement of the NoC switches. As
in our output floorplan (after placing the switches), the core po-
sitions are almost the same as the input floorplan, we minimally
affect these (such as the thermal) issues.

We perform experiments on varied, realistic SoC benchmarks to
validate the methods. Our results show that the topologies synthe-
sized by our method results in large interconnect power reduction
(an average of 38%) and latency reduction (25% on average), when
compared to optimized standard NoC topologies.
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Figure 1: Proposed 3D NoC design approach
2. RELATED WORK

The use of NoCs to replace bus-based designs has been presented
in [1]-[2]. Several different NoC architectures and design methods
[4]-[5] have been developed over the past few years. A detailed
description of the important design issues and the current state-of-
the-art in NoC architectures and design methods is presented in [3].

Synthesis of bus and NoC architectures has been addressed by
several researchers for 2D systems. Mapping and placement of
cores onto standard NoC topologies has been explored in [6]-[9].
Synthesis of application specific NoC topologies has been addressed
in [10]-[17]. In [17], we presented a NoC synthesis method for 2D
SoCs and performed detailed comparisons with standard topologies
and other mapping tools. In this paper, we use the basic principles
from the 2D method to address the important issues in 3D NoC
design.

Several works have been presented on the 3D manufacturing pro-
cesses and interconnects [19], [20], [33]. A performance and cost
trade-off analysis of 3D integration is presented in [26]. Several
works have explored 3D floorplanning, placement and temperature
issues of cores [21]-[24]. These works do not consider the inter-
connect synthesis problem. Multi-dimensional topologies (such
as k-ary n-cubes, hypercubes) have been extensively explored in
the chip-to-chip interconnection field [18]. However, such works
only consider standard topologies suitable for homogeneous de-
signs. Most SoCs, especially in 3D, are heterogeneous in nature
and require application-specific interconnect architecture to opti-
mize power and performance. Moreover, such works do not ad-
dress the optimization of topologies based on traffic patterns.

Analysis and synthesis of NoCs for 3D technology is a relatively
new topic. Novel NoC switch architectures for 3D are presented in
[30] and [32]. In [31], the authors present the use of NoCs in 3D
multi-processors. In [33], the authors analyze the electrical charac-
teristics of vertical interconnects and show a back-end design flow
to implement 3D NoCs. In [27], the authors present an analyti-
cal model for cost metrics of 3D NoCs and compare them with 2D
NoCs. In [28], design of standard NoC topologies (such as mesh)
for 3D is analyzed. Mapping and placement of cores with thermal
constraints on to NoC topologies is presented in [29]. However,
none of these works address the issue of synthesizing application-
specific 3D NoC topologies.

3. DESIGN APPROACH

The approach used for topology synthesis is presented in Figure
1. In the core specification file, the name of the different cores, the
sizes and positions are obtained as inputs. The assignment of the
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cores to the different layers in 3D is also obtained as an input. In
the communication specification file, the communication character-
istics of the application are specified. This includes the bandwidth
of communication across different cores, latency constraints and
message type (request/response) of the different traffic flows.

To achieve high yield, the number of TSVs that can be estab-
lished across two layers may need to be restricted below a threshold
[25]. In the rest of the paper, we model the maximum TSV con-
straint by using a constraint on the number of NoC links that can
cross two adjacent layers, denoted maz_ill (for maximum number
of inter-layer links). For a particular link width, the maximum num-
ber of links can be directly determined from the TSV constraints.

For the synthesis procedure, the power, area and timing models
of the NoC switches and links are also taken as inputs. We also take
the power consumption and latency values of the vertical intercon-
nects as inputs. The output of the topology synthesis procedure is a
set of Pareto design points of topologies that meet the constraints,
with different values of power, latency and design area. From the
resulting points, the designer can choose the optimal point for the
application. The synthesis procedure also produces a placement
of the switches in the 3D layers and the positions of the switches.
The TSV macros needed for establishing vertical links are directly
integrated in the switch input/output ports, as done in [33].

As the topology synthesis and mapping problem is NP-Hard [10],
we present efficient heuristics to synthesize the best topology for
the design. For achieving high yield, it is important to restrict the
number of vertical links used and to allow vertical connections only
across adjacent layers on the 3D chip [25]. Thus, in our procedure,
we connect cores in a layer only to switches in the same layer,
and ensure that switches of a layer are directly connected only to
switches in adjacent layers.

A NoC having fewer switches leads to longer core to switch links
and hence, higher link power consumption. On the other hand,
when many smaller switches are used, the flows have to traverse
more switches, leading to larger switch power consumption. Thus,
we need to explore designs with several different switches to ob-
tain the best solution, starting from one where all the cores are con-
nected to a single switch in a layer to a design point where each
core is connected to a separate switch. For each switch count, we
determine the core to switch connectivity, as explained in Section 4.
Then, we determine connectivity across the different switches (Sec-
tion 5). Then, we determine the optimal positions of the switches
on the floorplan (Section 6) and determine the wire lengths and link
power consumption.

4. ESTABLISHING NUMBER OF SWITCHES

In this section, we present methods for establishing connectivity
between the cores and switches. From the core specification file,
we obtain the core specifications:

DEFINITION 1. Let n be the number of cores in the design. The
x and y co-ordinate positions of a core i are represented by xc; and
yc; respectively, Vi € 1---n. The 3D layer to which the core 1 is
assigned is represented by layer;.

From the communication specification file, the communication
characteristics of the application are obtained and represented by a
graph [6], [9], defined as follows:

DEFINITION 2. The communication graph is a directed graph,
G(V, E) with each vertex v; € V representing a core and the di-
rected edge (v, v;) representing the communication between the
cores v; and v;. The bandwidth of traffic flow from cores v; to v;
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is represented by bw; j and the latency constraint for the flow is
represented by lat; ;.

We define the Local Partitioning Graph for each layer:

DEFINITION 3. A local partitioning graph, LPG(Z, M, ly), is
a directed graph, with the set of vertices represented by Z and
edges by M. Each vertex represents a core in the layer ly. An edge
connecting two vertices is similar to the edge connecting the cor-
responding cores in the communication graph. The weight of the
edge (m;, m;), defined by h; j, is set to a combination of the band-
width and the latency constraints of the traffic flow from core m; to
m;: hi; = aXbw;j/mazbw + (1 —a) x minlat/lat; ;,
where maz_bw is the maximum bandwidth value over all flows,
min_lat is the tightest latency constraint over all flows and « is
a weight parameter. For cores that do not communicate with any
other core in the same layer, edges with low weight (close to 0) are
added between the corresponding vertices to all other vertices in
the layer. This will allow the partitioning process to still consider
such isolated vertices.

The LPGs for the two layers of the communication graph from
Figure 2 are shown in Figure 3. Since the LPGs are built layer by
layer, the graphs for the two layers are independent of one another.
Extra edges with low weights are added (dotted edges in the figure)
from the vertices that have no connections to the other vertices of
the LPG.

The algorithm for establishing core to switch connectivity is pre-
sented in Algorithm 1. As the number of input/output ports of a
switch increases, the maximum frequency of operation that can be
supported by it reduces, as the combinational path inside the cross-
bar and arbiter increases with size. In the first step of the algorithm,
for the required operating frequency of the NoC, the maximum size
of the switch (denoted by max_sw_size) that can support that fre-
quency is obtained as an input. Based on this and the number of
cores in each layer, in the next steps (2-4), we determine the min-
imum number of switches needed in each layer. Then the local
partitioning graph for each layer is built.

Then, the number of switches in each layer is incremented (start-
ing from the initial count calculated in steps 2-4) every iteration,

until it equals the number of cores in the layer. The term | LPG(Z, M, j)|

represents the number of cores in layer j. For each switch count,
that many min-cut partitions of the LPG of the layer are obtained
(step 13). The cores in the same partition are connected to the same
switch. Two min-cut partitions of the LPGs of Figure 3 are shown
in Figure 4. Once the partitions for all the layers are obtained, the
cores in a partition are attached to the same switch and hence the
core to switch connectivity is obtained. The next step is to deter-
mine switch to switch connectivity, by finding paths for the inter
switch traffic flows. This is explained further in the next section.
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Algorithm 1 Core-to-switch connectivity

1: Obtain maximum switch size max_sw_size for current fre-
quency

2: for each layer j € 1---lr do

3:  mij; = [ number of cores in layer; /maz_sw_size|
4: end for

5: Build LPG(Z, M, 7) for each layer j.

6: for i = 0 to maxvjc1....r{|LPG(Z, M, j)| — ni; } do
7: foreachlayerj € 1---Irdo

8: ifni; +1 < |LPG(Z, M, 7)| then

9: np =nij +1

10: else

11: np = |LPG(Z, M, j)|
12: end if

13: Obtain np min-cut partitions of LPG(Z,M.,j)

14:  end for

15:  Compute paths for inter-switch flows (Section 5).
16:  If valid paths found, save the current design point
17: end for

S. PATH COMPUTATION

The procedure to establish physical links and paths for traffic
flows is based on the power consumption increase and latency in
using the link. This cost computation in the 3D case is similar to
the 2D case, such as those presented in [14], [17], but it needs to
account for the max_ill and max_switch_size constraints. Here,
we do not show the entire path computation algorithm, but only
present the steps needed to meet these constraints. In [14], [17],
the authors present methods to remove both routing and message-
dependent deadlocks when computing the paths. We also use the
methods to obtain paths that are free of deadlocks.

DEFINITION 4. Let nsw be the total number of switches used
across all the layers and let layer; be the layer in which switch i is
present. Let ill(i, j) be the number of vertical links established be-
tween layers i and j. Let the switch_size_inp; and switch_size_out;
be the number of input and output ports of switch i. Let cost; j be
the cost of establishing a physical link between switches i and j.

In Algorithm 2, we show the use of hard and soft thresholds
when evaluating the cost of establishing a physical link between
switches i and j. In steps 3, 4, we assign a cost of INF for es-
tablishing a link across switches in non adjacent layers and for
switches in layers that have reached the maximum vertical link
(max_ill) threshold. To ensure meeting the maximum link con-
straint, we assign a very high cost (denoted by SOFT _I N F) for
establishing links between switches that are in layers having ver-
tical links close to the max_ill value, denoted by soft-max_ill
(steps 5, 6). From experiments, we found that a reasonable value



for SOFT_INF to be 10 times the maximum cost of any flow and
soft-max_switch_ill to be few (2 to 3) links less than max_ill
value. We use a similar technique to meet the maximum switch size
constraints (steps 10-12). By using these softer constraints first, we
facilitate the path computation procedure to determine valid paths
when compared only using the hard constraints.

Algorithm 2 CHECK_CONSTRAINTS(1,j)
1: fori=1to nsw do

2:  for j=1tonswdo

3: if |layer; — layer;| > 2 or ill(layer;,layer;) >
max_ill then

4: costyj=INF

5 else if |layer; — layer;| = 1 and ill(layer;, layer;) >
soft-mazx_ill then

6: costij =SOFT_INF

7: else if switch_size_inp; + 1 > max_switch_size or
switch_size_out; + 1 > mazx_switch_size then

8: cost; j=INF

9: else if switch_size_inp; +1 > soft_max_switch_size
or switch_size_out; + 1 > soft-max_switch_size
then

10: costi; = SOFT_INF

11: end if

12:  end for

13: end for

When paths are computed, if it is not feasible to meet the
max_switch_size constraints, we introduce new switches in the
topology that are used to connect the other switches together. These
indirect switches help in reducing the number of ports needed in the
direct switches. Due to space limitations, in this paper, we do not
explain the details of how the indirect switches are established.

6. SWITCH POSITION COMPUTATION

Once a topology for a particular switch count is obtained, the
next step is to find the latency and power consumption on the wires.
In order to do this, based on the input positions of the cores, the
optimal position of the switches needs to be determined. For this,
we model the problem as a Linear Program (LP) [34].

Let us consider a topology with nsw switches. We denote the
co-ordinates of a switch i by (xs;,ys;), Vi € 1---nsw. The goal
of the LP is to determine the values of xs; and ys;, for all switches
in the particular topology. The sum of the Manhattan distances
between a switch ¢ and a core k is given by:

|xsi — xex| + |ys: — yex|
to corey,
, otherwise

coredist; , =
0
(H
The sum of the Manhattan distances between a switch ¢ and switch
J to which it is connected to is given by:

|[wsi —wsj| + |ysi — ys;l
swdist; ; = to switch;

0 , otherwise

@)

The above equations can be easily represented as a set of lin-
ear equations [34]. Let bw_sw2core;  and bw_sw2sw;,; be the
total bandwidth of traffic flows between switch ¢ and core k and
switches ¢ and j, respectively. To minimize the total power con-
sumption of the links, we need to minimize the length of the links

, if switch; connected

, if switch; connected
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weighted by their bandwidth values, so that higher bandwidth links
are shorter than lower bandwidth ones. Formulating the objective
function mathematically, we get:

obj = Y i Doy coredist ), ¥ bw_sw2core; 3
+ D i 2oy swdistij * bw_sw2sw,; 3)
The LP for optimization is written as follows:
minimize obj
subjectto  Equations 1 — 3 4)

xsi,ysi > 0, Viel---nsw

We use the Ip_solve package [35] to obtain the optimum solution
for the switch co-ordinates. Even for big applications (65 cores,
tens of switches), the optimal solution is obtained in few seconds.
However, the optimal positions can result in overlap of switches
among themselves or with the cores. To remove the overlaps, we
use the floorplanner, Parquet [36], layer by layer. We feed the core
and switch positions as an input solution to the floorplanner. We
allow it to move the switches around the cores, maintaining the
relative positions of the cores and minimizing the movement of the
switches from the optimal positions computed by the LP. We also
pipeline long links to support full throughput on the NoC and add
Network Interfaces (NIs) to connect the cores to the network. The
resulting design is a valid floorplan of the NoC.

7. EXPERIMENTS AND CASE STUDIES

For our experiments, we use the switch and link libraries from
[5]. The power consumption and latency numbers of the compo-
nents of the library are obtained after post-layout analysis. We use
65nm low power technology libraries for the layout studies. For
the electrical characteristics of vertical interconnects, we use the
models from [33]. To obtain the electrical characteristics, a wafer-
to-wafer bonding technique is used as the underlying 3D integra-
tion technology. The vertical links are shown to have an order of
magnitude lower resistance and capacitance than a horizontal link
of the same dimension. This translates to a traversal delay of less
than 10% of clock cycle for 1 GHz operation and negligible power
consumption on the vertical links.

7.1 Multimedia SoC case study

For experimental case study, we consider a multi-media SoC,
Triple Video Object Plane Decoder, that has 38 cores (D_38_tvopd).
The communication graph of the benchmark is presented in Figure
5, where each vertex represents a core and the weight on the edge
represents the bandwidth between the cores expressed in MB/s.
The application is highly heterogeneous in nature, having three in-
dependent decoders working in parallel to improve performance.
Each decoder has 12 cores organized in a pipeline fashion. There
are two extra memories that are shared between the pipelines that
serve as input and output buffers. We consider the design imple-
mented on to 3 layers in 3D. The assignment of cores to the dif-
ferent layers and the floorplan of each layer were done manually,
such that the performance and manufacturing constraints (such as
thermal issues) are met. The processing cores are placed on the top
and bottom layers, so that they are close to the heat sink. The large
memory cores are all placed on the middle layer because they pro-
duce less heat and because this allows the manufacturer to use an
efficient integration process for implementing the memories. The
floorplan of the design (along with the network components syn-
thesized by our procedure) is presented in Figure 7.

The data width of the NoC links is fixed to 32 bits, to match the
data width of the cores in the design. We allowed the synthesis
method to sweep the NoC frequency and obtain NoC design points
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for different frequencies. From the resulting design points, we
found that the lowest operating frequency (of 500 MHz) resulted in
least power consumption for this design. The power consumption
of NoC designs synthesized by our procedure for different switch
counts, at 500 MHz operation, is presented in Figure 8. In the fig-
ure, we show the core-to-switch link power, the switch-to-switch
link power, the switch power and the total power consumption. The
plot starts with 5 switches (on x-axis), as the maximum size of a
switch to support 500 MHz operation was 11x11 and the top and
bottom layers needed 2 switches each (topology shown in Figure
6), as they have more than 10 cores each. Because the number of
cores and the communication demand on each layer is different, we
obtain different number of switches on each layer.

Since the area of each 3D layer is small (approximately 20 mm?),
the links are short and switch power has higher impact on the to-
tal power consumption. With increasing switch count, the switch
power increases significantly, leading to higher power consump-
tion. For this design, the NoC with 5 switches is most power opti-
mal and the resulting floorplan is shown in Figure 7.

7.2 Comparisons with mesh

Custom topologies that match the application characteristics can
result in large power-performance improvement when compared to
the standard topologies, such as mesh and torus [17]. For this com-
parison we used the D _38_tvopd benchmark presented in Section
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Figure 6: Most power-efficient topology
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7.1 and five other benchmarks that model different traffic scenarios.
We consider 3 benchmarks: D_36_4, D_36_6 and D_36_8 with 36
cores, each core communicating to 4, 6 and 8 other cores, respec-
tively, modeling designs with multiple local memories. We also
consider a benchmark with shared memory bottleneck communi-
cation (D_35_bot). For a larger design, we performed tests on the
D _65_pipe which has 65 processing elements distributed on three
layers and organized in a pipeline fashion. All of the benchmarks
are mapped on to 3 layers in 3D.

We compared the custom topologies generated for the bench
marks against an optimized mesh topology. For the optimized mesh
each core is connected to a switch and only the necessary links
among switches are opened. The results of the comparison between
the best custom topology and the optimized mesh are presented in
Figure 9. As can be seen from results, the topology synthesized
by our method results in large power savings (38% on average)
when compared to the optimized mesh topologies. The synthesized
topologies also resulted in 24.5% reduction in average zero-load la-
tency, when compared the optimized mesh based NoC.

7.3 Impact on inter-layer link constraint

Limiting the number of inter-layer links has a great impact on
power consumption and average latency. Reducing the number of
TSVs is desirable for improving the yield of a 3D design. How-
ever, a very tight constraint on the number of inter-layer links can
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lead to a significant increase in power consumption. To see the im-
pact of the constraint, we varied the value of maxz_ill constraint
and performed topology synthesis for each value, for one of the
benchmarks (D_36_4). The power and latency values for the dif-
ferent max _ill design points are shown in Figures 10 and 11. The
dotted line in the figures represent points where the max_ill con-
straint was too tight to produce any feasible topologies. When there
is a tight constraint on the inter-layer links, more flows are routed
through existing inter-layer links instead of opening new ones. This
leads to traversing more intermediate switches and higher switch
activities, leading to higher latency and power consumption. Please
note that our synthesis algorithm also allows the designers to per-
form such power, latency trade-offs for yield, early in the design
cycle.

The synthesis algorithm explores a large solution space. How-
ever, thanks to the efficient heuristic methods presented, the en-
tire topology design process completed in few hours for all the ex-
periments, when run on a 2 GHz Linux workstation. Please note
that the synthesis process is performed once at design time and this
computational time incurred is negligible.
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9. CONCLUSIONS

The use of Networks on Chips (NoCs) for communication in 3D
chips has posed new opportunities and challenges for designers.
One of the most important problems is to design the most power-
performance efficient NoC topology that satisfies the application
characteristics and 3D technology requirements. In this work, we
presented a synthesis approach to solve this problem. We also pre-
sented methods to place switches optimally on the 3D floorplan, so
that accurate power and delay numbers are obtained for the wires.
Our detailed comparisons with regular 3D optimized mesh show
that the custom 3D topologies lead to a large reduction in intercon-
nect power consumption. In future, we plan to explore tuning the
link data widths to meet the TSV constraints and to improve the
yield of the 3D NoCs.
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