
"Synthesis and Optimization" 
of An EDA Researcher

Cunxi Yu
University of Maryland, College Park



My Ticket to the Workshop 

• Born and educated in China
• Academic pursuits at UMass Amherst
• The honest thought about ”synthesis” 

before the Digital CAD class ..

• Trained in formal verification and synthesis 
under Prof. Maciej Ciesielski
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Stepping Forward to New Direction

• A short-stay: 2017-2018
• Initiated research into machine learning (ML) and ML for synthesis

• But lasting influence
• ☞ PostDoc with Zhiru Zhang (Cornell)
• Met Zhiru at IWLS 2018 at EPFL!

• ☞ Job talk on ML for EDA ☞ University of Utah (2019)
• CAREER on “OneSense: One-Rule-for-All Combinatorial Boolean Synthesis 

via Reinforcement Learning” (2021)
• Design Automation Conference (DAC) Best Paper (2023)
• Graph learning for Boolean Reasoning
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Recap of the EPFL Benchmark Results 

2018-2020
Fine-tune the classic

2020-2021
Exact Methods

(Formal)

2021 – 2023 
Era of ML4Syn

FlowTune
(2020)

• Are were making some 
progress since 2016?
• Maybe

FlowGen
(2018)

5%-10%

~40%

Amarú, Luca, Pierre-Emmanuel Gaillardon, and Giovanni De Micheli. "The EPFL combinational benchmark suite." Proceedings of the 24th International Workshop on Logic & Synthesis (IWLS). 2015.



ML for Combinatorial Optimization

Classic CO Algorithms/R&D ML for COs
Difficulties of parallelism. Natural parallelism in batched processing
Inefficient utilization of modern 
computing platforms

Strong system/HW supports from ML infra & 
domain-specific accelerators

Hand-crafted heuristics limited by 
domain knowledge

Learning unseen heuristics & intelligent 
exploration & adaptative to new domain

High Scalability
(greedy decisions)

High quality
(global optimization)Low quality

Slow runtime

Faster

Better scheduling quality

Heuristics tradeoffs

?



Talking about ML…
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Continuing the Legacy

Book
Book

[ASP-DAC]
[TCAD]
[DAC]

[TCAD]
[DAC]

Organizing 
IWLS

Organizing
IWLS



Back to EPFL!
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