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Abstract—We present a synthesis framework to map logic
networks into quantum circuits for quantum computing. The
synthesis framework is based on lookup-table (LUT) networks,
which play a key role in conventional logic synthesis. Establishing
a connection between LUTs in an LUT network and reversible
single-target gates in a reversible network allows us to bridge
conventional logic synthesis with logic synthesis for quantum
computing, despite several fundamental differences. We call our
synthesis framework LUT-based hierarchical reversible logic syn-
thesis (LHRS). Input to LHRS is a classical logic network
representing an arbitrary Boolean combinational operation; out-
put is a quantum network (realized in terms of Clifford+T gates).
The framework allows one to account for qubit count require-
ments imposed by the overlying quantum algorithm or target
quantum computing hardware. In a fast first step, an initial
network is derived that only consists of single-target gates and
already completely determines the number of qubits in the final
quantum network. Different methods are then used to map each
single-target gate into Clifford+T gates, while aiming at optimally
using available resources. We demonstrate the versatility of our
method by conducting a design space exploration using differ-
ent parameters on a set of large combinational benchmarks. On
the same benchmarks, we show that our approach can advance
over the state-of-the-art hierarchical reversible logic synthesis
algorithms.

Index Terms—Combinational circuits, design automation,
quantum computing.

I. INTRODUCTION

RECENT progress in fabrication makes the practical appli-
cation of quantum computers a tangible prospect [2]–[5].

However, as quantum computers scale up to tackle problems
in computational chemistry, machine learning, and cryptoanal-
ysis, design automation will be necessary to fully leverage the
power of this emerging computational model.

Quantum circuits differ significantly in comparison to clas-
sical circuits. This needs to be addressed by design automation
tools.

1) Quantum computers process qubits instead of classi-
cal bits. A qubit can be in superposition and several
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qubits can be entangled. We target purely Boolean func-
tions as input to our synthesis algorithms. At design
time, it is sufficient to assume that all input values are
Boolean, even though entangled qubits in superposition
are eventually acted upon by the quantum hardware.

2) All operations on qubits besides measurement, called
quantum gates, must be reversible. Gates with multiple
fanout known from classical circuits are therefore not
possible. Temporarily computed values must be stored
on additional helper qubits, called ancillae. An intensive
use of intermediate results therefore increases the qubit
requirements of the resulting quantum circuit. Qubits
are a limited resource; therefore, the use of ancillae is
restricted and synthesis must find circuits that satisfy the
number of available qubits. Quantum circuits that com-
pute a purely Boolean function are often referred to as
reversible networks.

3) The quantum gates that can be implemented by current
quantum computers can act on a single or at most two
qubits [3]. Something as simple as an AND operation
can therefore not be expressed by a single quantum gate.
A universal fault-tolerant quantum gate library is the
Clifford+T gate set [3]. In this gate set, the T gate is
sufficiently expensive in most approaches to fault tol-
erant quantum computing such that it is customary to
neglect all other gates when costing a quantum cir-
cuit [6]. Mapping reversible functions into networks that
minimize T gates is therefore a central challenge in
quantum computing [7].

4) When executing a quantum circuit on a quantum com-
puter, all qubits must eventually hold either a primary
input value, a primary output value, or a constant. A
circuit should not expose intermediate results to output
lines as this can potentially destroy wanted interference
effects, in particular if the circuit is used as a subroutine
in a larger quantum computation. Qubits that neverthe-
less expose intermediate results are sometimes referred
to as garbage outputs.

It has recently been shown [8]–[10] that hierarchical
reversible logic synthesis methods based on logic network rep-
resentations are able to synthesize large arithmetic designs.
The underlying idea is to map subnetworks into reversible
networks. Hierarchical refers to the property that intermediate
results computed by the subnetworks must be stored on addi-
tional ancilla qubits. If the subnetworks are small enough,
one can locally apply less efficient reversible synthesis meth-
ods that do not require ancilla qubits and are based on
Boolean satisfiability [11], truth tables [12], or decision dia-
grams [13]. However, state-of-the-art hierarchical synthesis
methods mainly suffer from two disadvantages. First, they
do not explicitly uncompute the temporary values from the
subnetworks and leave garbage outputs. In order to use the
network in a quantum computer, one can apply a technique
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called “Bennett trick” [14], which requires to double the num-
ber of gates and add one further ancilla for each primary
output. Second, current algorithms do not offer satisfying solu-
tions to account for qubit limits. Either qubit and gate count
optimization is intertwined in a single step (see [9], [10], [15])
or applied as a post-optimization step [16].

In order to address these two disadvantages, in this paper we
present a hierarchical synthesis framework based on k-feasible
Boolean logic networks, which find use in conventional logic
synthesis. These are logic networks in which every gate, called
LUT, has at most k inputs. They are often referred to as k-LUT
(lookup table) networks. Our main contributions are as follows.

1) We point out a one-to-one correspondence between a k-
LUT in a logic network and a reversible single-target
gate with k control lines in a reversible network. A
single-target gate has a k-input control function and a
single target line that is inverted if and only if the con-
trol function evaluates to 1 (the initial idea for this
correspondence and a preliminary evaluation has been
presented before in [1]).

2) We describe a two-stage algorithm which first maps
a k-LUT network into a reversible single-target gate
network and then each single-target gate into quantum
circuits. The first step is used to quickly derive a single-
target gate network which provides a skeleton for subse-
quent synthesis that already fixes the number of qubits in
the final quantum network. This decouples qubit count
optimization from gate count optimization, which makes
it easier to respect qubit restrictions imposed by the
quantum algorithm or target quantum computing device.

3) We propose new and different methods for the sec-
ond step, which map each single-target gate into a
Clifford+T network. A direct method, introduced in [1],
makes use of the exclusive-sum-of-product (ESOP) rep-
resentation of the control function that can be directly
translated into multiple-controlled Toffoli gates [17].
Multiple-controlled Toffoli gates are a specialization of
single-target gates for which automated translations into
Clifford+T circuits exist. Another method tries to remap
a single-target gate into an LUT network with fewer
number of inputs in the LUTs, by making use of tem-
porarily unused qubits in the overall quantum network.
We show that near-optimal Clifford+T circuits can be
precomputed and stored in a database if such LUT
networks require sufficiently few gates.

We evaluated LHRS on the EPFL arithmetic combinational
benchmarks. The experiments show how the various synthesis
parameters effect the number of qubits and the number of T
gates in the final quantum network as well as the algorithm’s
runtime. We also show that the synthesis results can sig-
nificantly improve state-of-the-art results, particularly when
comparing the number of required qubits. Although some
of the synthesized benchmarks still require a large amount
of resources both in qubits and gate count, our proposed
framework offers a new way to address qubit and gate count
optimization. Quantum programming frameworks [18], such as
Q#, LIQUi|〉 [19], and ProjectQ [20] can link in the Clifford+T
circuits that are automatically generated by LHRS.

II. PRELIMINARIES

A. Some Notation

A digraph G = (V, A) is called simple, if A ⊆ V × V ,
i.e., there can be at most one arc between two vertices for

Fig. 1. Four-feasible network with 11 inputs, 3 outputs, and 13 gates.

each direction. An acyclic digraph is called a dag. We refer
to d−(v) = #{w | (w, v) ∈ A} and d+(v) = #{w | (v, w) ∈ A}
as in-degree and out-degree of v, respectively.

B. Boolean Logic Networks

A Boolean logic network is a simple dag whose vertices
are primary inputs, primary outputs, and gates and whose arcs
connect gates to inputs, outputs, and other gates. Formally, a
Boolean logic network N = (V, A, F) consists of a simple dag
(V, A) and a function mapping F. It has vertices V = X∪Y∪G
for primary inputs X, primary outputs Y , and gates G. We have
d−(x) = 0 for all x ∈ X and d+(y) = 0 for all y ∈ Y . Arcs
A ⊆ (X∪G×G∪Y) connect primary inputs and gates to other
gates and primary outputs. Each gate g ∈ G realizes a Boolean
function F(g) : Bd−(g)→ B, i.e., the number of inputs in F(g)
coincides with the number of ingoing arcs of g.

Example 1: Fig. 1 shows a logic network of the benchmark
cm85a obtained using ABC [21]. It has 11 inputs, 3 outputs,
and 13 gates. The gate functions are not shown but it can
easily be checked that each gate has at most four inputs.

The fanin of a gate or output v ∈ G ∪ Y , denoted fanin(v),
is the set of source vertices of ingoing arcs

fanin(v) = {w | (w, v) ∈ A}. (1)

For a gate g ∈ G, this set is ordered according to the position
of variables in F(g). For a primary output y ∈ Y , we have
d−(y) = 1, i.e., fanin(y) = {v} for some v ∈ X ∪ G. The
vertex v is called driver of y and we introduce the notation
driver(y) = v. The transitive fan-in of a vertex v ∈ V , denoted
tfi(v), is the set containing v itself, all primary inputs that can
be reached from v, and all gates which are on any path from v
to the primary inputs. The transitive fan-in can be constructed
using the following recursive definition:

tfi(v) =
{ {v} if v ∈ X
{v} ∪ ⋃

w∈fanin(v)
tfi(w) otherwise. (2)

Example 2: The transitive fan-in of output y3 in the
logic network in Fig. 1 contains {y3, 1, 2, 4, 5, 9, 13,
x2, x3, x4, x5, x6, x7, x8, x9, x10, x11}. The driver of y3 is
gate 13.

We call a network k-feasible if d−(g) ≤ k for all g ∈ G.
Sometimes k-feasible networks are referred to as k-LUT
networks (LUT is a shorthand for lookup-table) and LUT
mapping (see [22]–[26]) refers to a family of algorithms
that obtain k-feasible networks, e.g., from homogeneous logic
representations, such as And-inverter graphs (AIGs, [27]) or
majority-inverter graphs [28].

Example 3: The logic network in Fig. 1 is 4-feasible.
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(a) (b) (c)

Fig. 2. Reversible circuit for a full adder using (a) two single-target gates,
(b) three Toffoli gates and three CNOT gates, and (c) one Toffoli gate and
six CNOT gates.

C. Reversible Logic Networks

A reversible logic network realizes a reversible function,
which makes it very different as compared to conventional
logic networks. The number of lines, which correspond to
logical qubits, remains the same for the whole network, such
that reversible networks are cascades of reversible gates and
each gate is applied to the current qubit assignment. The most
general reversible gate we consider in this paper is a single-
target gate. A single-target gate Tc({x1, . . . , xk}, xk+1) has an
ordered set of control lines {x1, . . . , xk}, a target line xk+1,
and a control function c : Bk → B. It realizes the reversible
function f : Bk+1 → Bk+1 with f : xi 	→ xi for i ≤ k
and f : xk+1 	→ xk+1 ⊕ c(x1, . . . , xk). It is known that all
reversible functions can be realized by cascades of single-
target gates [29]. We use the “◦” operator for concatenation
of gates.

Example 4: Fig. 2(a) shows a reversible circuit that realizes
a full adder using two single-target gates, one for each output.
Two additional lines, called ancilla and initialized with 0, are
added to the network to store the result of the outputs. All
inputs are kept as output.

A multiple-controlled Toffoli gate is a single-target gate in
which the control function is 1 (tautology) or can be expressed
in terms of a single product term. One can always decompose
a single-target gate Tc({x1, . . . , xk}, xk+1) into a cascade of
Toffoli gates

Tc1(X1, xk+1) ◦ Tc2(X2, xk+1) ◦ · · · ◦ Tcl(Xl, xk+1) (3)

where c = c1 ⊕ c2 ⊕ · · · ⊕ cl, each ci is a product term or 1,
and Xi ⊆ {x1, . . . , xk} is the support of ci. This decomposi-
tion of c is also referred to as ESOP decomposition [30]–[32].
ESOP minimization algorithms try to reduce l, i.e., the num-
ber of product terms in the ESOP expression. Smaller ESOP
expressions lead to fewer multiple-controlled Toffoli gates
in the decomposition of a single-target gate. If c = 1, we
refer to Tc(∅, xk+1) as NOT gate, and if c = xi, we refer to
Tc({xi}, xk+1) as CNOT gate.

Example 5: Fig. 2(b) shows the full adder circuit from the
previous example in terms of Toffoli gates. Each single-target
gate is expressed in terms of three Toffoli gates. Positive and
negative control lines of the Toffoli gates are drawn as solid
and white dots, respectively. Fig. 2(c) shows an alternative
realization of the same output function, albeit with one Toffoli
gate.

For more details on reversible circuits we refer the reader
to [33].

D. Mapping to Quantum Circuits

Quantum circuits are described in terms of a small library
of gates that interact with one or two qubits. One of the most

(a)

(b) (c)

Fig. 3. Mapping Toffoli gates into Clifford+T circuits. (a) Two-controlled
Toffoli gate. (b) Three-controlled Toffoli gate (28 T gates). (c) Three-
controlled Toffoli gate (16 T gates).

frequently considered libraries is the so-called Clifford+T gate
library. It consists of the reversible CNOT gate, the Hadamard
gate, abbreviated H, as well as the T gate [34], and its inverse
T† = T−1 = T7. Quantum gates on n qubits are represented
as 2n×2n unitary matrices. We write T† to mean the complex
conjugate of T , and use the symbol “†” also for other quantum
gates. The T gate is sufficiently expensive in most approaches
to fault tolerant quantum computing [6] that it is reasonable to
only consider the T gate when costing a quantum algorithm.
For more details on quantum gates we refer the reader to [34].

Fig. 3(a) shows one of the many realizations of the two-
controlled Toffoli gate, which can be found in [7]. It requires
seven T gates which is optimum [6], [35]. Several works from
the literature describe how to map larger multiple-controlled
Toffoli gates into Clifford+T gates (see [6], [7], [36], [37]).
Fig. 3(b) shows one way to map the three-controlled Toffoli
gate using a direct method as proposed by Barenco et al. [38]
Given a free ancilla line (that does not need to be initialized
to 0), it allows to map any multiple-controlled Toffoli gate
into a sequence of two-controlled Toffoli gates which can then
each be mapped into the optimum network with T-count 7.
However, the number of T gates can be reduced by modifying
the Toffoli gates slightly. It can be easily seen that the network
in Fig. 3(c) is the same as in Fig. 3(b), since the controlled S†

gate cancels the controlled S gate and the V† gate cancels the
V gate. However, the Toffoli gate combined with a controlled S
gate can be realized using only four T gates [36], and applying
the V to the Clifford+T realization cancels another three T
gates [see Fig. 3(a) and [7], [39]]. In general, a k-controlled
Toffoli gate can be realized with at most 16(k− 1) T gates. If
the number of ancilla lines is larger or equal to 
[(k− 1)/2]�,
then 8(k − 1) T gates suffice [7], [38]. Future improvements
to the decomposition of multiple-controlled Toffoli gates into
Clifford+T circuits will have an immediate positive effect on
our proposed synthesis method.

III. MOTIVATION AND PROBLEM DEFINITION

In this paper we address the following problem: given a
conventional combinational logic network that represents a
desired target functionality and a given number of qubits, find
a quantum circuit that does not exceed the number of available
qubits and minimizes the number of T gates. The algorithm
should be highly configurable such that instead of a single
quantum circuit a whole design space of circuits with several
Pareto-optimal solutions can be explored.
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Algorithm 1: Overview of the LHRS Algorithm
Input : Logic network N, parameters pQ, parameters pT
Output : Clifford+T network R

1 set N ← lut_mapping(N, pQ);
2 set R← synthesize_mapping(N, pQ);
3 set R← synthesize_gates(R, pT);
4 return R;

A. Algorithm Outline

Algorithm 1 illustrates the general outline of the procedure.
The following sections provide further details. Input to the
algorithm is a logic network N and it outputs a Clifford+T
quantum network R. In addition to N, two sets of parame-
ters pQ and pT are provided that control detailed behavior of
the algorithm. The parameters will be introduced in the fol-
lowing sections and are summarized in Section VI-A; but for
now it is sufficient to emphasize the role of the parameters.
Parameters in pQ can influence both the number of qubits and
T gates in R, however, their main purpose is to control the
number of qubits. Parameters in pT only affect the number of
T gates.

The first step in Algorithm 1 derives an LUT mapping from
the input logic network. One parameter in pQ is the LUT
size for the mapping which has the strongest influence on
the number of qubits in R. Given the LUT mapping, one
can derive a reversible logic network in which each LUT
is translated into one or two single-target gates. In the last
step, each of the gates is mapped into Clifford+T gates
(Section V).

It is important to know that most of the runtime is consumed
by the last step in Algorithm 1, and that after the first two
steps the number of qubits for the final Clifford+T network
is already known. This allows us to use the algorithm in an
incremental way as follows. First, one explores assignments to
parameters in pQ that lead to a desired number of qubits, par-
ticularly by evaluating different LUT sizes. This can be done
by calling the first two steps of the algorithm with different
values for the parameters in pQ. One can always find a network
with n+ m qubits, where n is the number of inputs and m is
the number of outputs, by setting the LUT size to n. However,
the runtime and memory requirements for the second step can
become tremendously large in this case. Once a network with
a desired number of qubits was found, one can evaluate differ-
ent mapping strategies for the single-target gates to optimize
for the number of T gates by calling the last step by sampling
the parameters for pT . Depending on the parameters used in
the first step, this step can take a large fraction of the overall
runtime.

IV. SYNTHESIZING THE MAPPING

This section describes how an LUT mapping can be trans-
lated into a reversible network. This is the second step of
Algorithm 1. The first step in Algorithm 1 applies conven-
tional LUT mapping algorithms and is not further explained
in this paper. The interested reader is referred to [22]–[26].

A. Mapping k-LUTs Into Single-Target Gates

Fig. 4 illustrates the general idea how k-LUT networks are
mapped into reversible logic networks composed of single-
target gates with control functions with up to k variables.

(a) (b)

(c) (d)

Fig. 4. Simple LUT network to illustrate order heuristics (dashed lines in
the single-target gates mean that the line is not input to the gate). (a) LUT
network. (b) Reversible network. (c) Order: 1, 2, 3, 4, 5. (d) Order: 1, 2, 4,
5, 3.

Fig. 4(a) shows a two-LUT network with five inputs x1, . . . , x5
and five LUTs with names 1 to 5. It has two outputs, y1
and y2, which functions are computed by LUT 3 and LUT 5,
respectively.

A straightforward way to translate the LUT network is by
using one single-target gate for each LUT in topological order.
The target of each single-target gate is a 0-initialized new
ancilla line. The reversible circuit in Fig. 4(b) results when
applying such a procedure. With these five gates, the outputs
y1 and y2 are realized at lines 8 and 10 of the reversible cir-
cuit. But after these first five gates, the reversible circuit has
garbage outputs on lines 6, 7, and 9, indicated by “—,” which
compute the functions of the inner LUTs of the network. The
circuit must be free of garbage outputs in order to be imple-
mented on a quantum computer. This is because the result of
the calculation is entangled with the intermediate results and
so they cannot be discarded and recycled without damaging
the results they are entangled with [34]. To avoid the garbage
outputs, we can uncompute the intermediate results by reapply-
ing the single-target gates for the LUTs in reverse topological
order. This disentangles the qubits, reverting them all to con-
stant 0s. Fig. 4(c) shows the complete reversible circuit; the
last three gates uncompute intermediate results at lines 6, 7,
and 9.

But we can do better! Once we have computed the LUT
for a primary output that does not fan in to another LUT, we
can uncompute LUTs that are not used any longer by other
outputs. The uncomputed lines restore a 0 that can be used to
store the intermediate results of other LUTs instead of creating
a new ancilla. For the running example, as shown in Fig. 4(d),
we can first compute output y2 and then uncompute LUTs 4
and 2, as they are not in the logic cone of output y1. The freed
ancilla can be used for the single-target gate realizing LUT 3.
Compared to the reversible network in Fig. 4(c), this network
requires one qubit less by having the exact same gates.

B. Bounds on the Number of Ancillae

As we have seen in the previous section, the order in which
LUTs are traversed in the LUT network and translated into
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single-target gates affects the number of qubits. Two questions
arise: 1) how many ancillae do we need at least and at most and
2) what is a good strategy? We will answer the first question,
and then discuss the second one. The bounds assume a given
fixed LUT network and a mapping strategy in which each LUT
is mapped to at most two single-target gates.

The example order that was used in the previous example
leading to the network in Fig. 4(c) illustrates an upper bound.
We can always use one ancilla for each LUT in the LUT
network, postulated in the following lemma.

Lemma 1: When realizing an LUT network N = (X ∪ Y ∪
G, A, F) by a reversible circuit that uses single-target gates for
each LUT, one needs at most |G| ancilla lines.

The optimized order in Fig. 4(d) used the fact, that one can
uncompute gates in the transitive fan-in cone of an output,
once the output has been computed.

This observation leads to a lemma providing a lower bound.
Lemma 2: Given an LUT network N = (X ∪ Y ∪ G, A, F),

let l = max{# tfi(y) | y ∈ Y} be the maximum cone size over
all outputs. When realizing the LUT network by a reversible
circuit that uses single-target gates for each LUT, we need at
least l ancilla lines.

The lower bound inspires the following synthesis strategy
that minimizes the number of additional lines. One starts by
synthesizing a circuit for the output with the maximum cone.
Let us assume that this cone contains l LUTs. These LUTs
can be synthesized using l single-target gates. Note that all of
these are in fact needed, because in order to uncompute a gate,
the intermediate values of children need to be available. From
these l gates, l − 1 gates can be uncomputed (all except the
LUT computing the output), and therefore restores l− 1 lines
which hold a constant 0 value. We can easily see that the exact
number of required lines may be a bit larger, since all output
values need to be kept. Note that this strategy uncomputes all
LUTs in the transitive fan-in cone of an output—even if it is
part of a fan-in cone of another output. Therefore, some LUTs
will lead to more than two single-target gates in the reversible
network.

Note that the lower bound only holds when assuming that
each LUT is translated to at most two single-target gates.
When relaxing this assumption, one can find mappings that
require fewer ancillae. One can find such mappings by playing
reversible pebble games [40], however, we are not consider-
ing them in the scope of this paper. More details on reversible
pebble games and how they can be used in reversible logic
synthesis can be found in [41]–[44].

C. Synthesizing LUT Network

Algorithm 2 describes in detail how a k-LUT network
N = (X ∪ Y ∪ G, A, F) is mapped into a reversible network
R that consists of single-target gates with at most k controls.
The main entry point is the function “synthesize_mapping”
(line 1). This function keeps track of the current number of
lines l, available ancillae in a stack C, an LUT-to-line map-
ping m : G→ N that stores which LUT gates are computed on
which lines in R, and a visited list S (lines 3–6). The reference
counter r(g) checks for each LUT g how often it is required as
input to other LUTs. For driving LUTs, stored in D (line 7),
the reference counter is decreased by 1. It is initialized with
the fan-out size and allows us to check if g is not needed any
longer such that it can be uncomputed (line 8). This is the case

Algorithm 2: Synthesizing an LUT Mapping Into a
Reversible Network With Single-Target Gates

1 function
synthesize_mapping(N = (X ∪ Y ∪ G, A, F), pQ)

2 set R← empty reversible network;
3 set l← 1;
4 initialize empty stack C;
5 initialize empty map m;
6 set S← ∅;
7 set D← {driver(y) | y ∈ Y};
8 for g ∈ G do set r(g)← d+(g)− [g ∈ D];
9 for x ∈ X do

10 add input line with name x to R;
11 set m(x)← l;
12 set l← l+ 1;
13 end
14 for g ∈ topo_order(G, pQ) do
15 set t← request_constant();
16 append TF(g)(m(fanin(g)), t) to R;
17 set m(g)← t;
18 if r(g) = 0 then
19 set S← ∅;
20 uncompute_children(g);
21 end
22 end
23 for y ∈ Y do
24 rename output of line m(driver(y)) in R to y;
25 end
26 return R;

27 function request_constant()
28 if C is not empty then
29 return C.pop();
30 else
31 set l← l+ 1;
32 return l;
33 end

34 function uncompute_children(g)

35 for g′ ∈ fanin(g) ∩ G do set r(g′)← r(g′)− 1;
36 for g′ ∈ fanin(g) such that r(g′) = 0 do
37 uncompute_gate(g′);
38 end

39 function uncompute_gate(g)

40 if g ∈ S then return;
41 if g /∈ D then
42 set t← m(g);
43 append TF(g)(m(fanin(g)), m(g)) to R;
44 C.push(t);
45 set m(t)← 0;
46 set S← S ∪ {g};
47 uncompute_children(g);

whenever the reference counter is 0, and therefore the process
of uncomputing is triggered by driving LUTs.

Input lines are added to R in lines 9–13. Input vertices are
mapped to their line in R using m. In lines 14–22 single-target
gates to compute and uncompute LUTs are added to R. Each
gate g is visited in topological order (details on “topo_order”
follow later). First, a 0-initialized line t is requested (line 15).
Either there is one in C or we get a new line by increment-
ing l. Given t, a single-target gate with control function F(g),
controls m(fanin(g)) = {m(g′) | g′ ∈ fanin(g)}, and target line
t is added to R (line 16). The LUT-to-line map is updated
according to the newly added gate (line 17). Then, if g is
driving an output, i.e., r(g) = 0 (line 18), we try to uncom-
pute the children recursively by calling uncompute_children
(line 20). In that function, first the reference counter is decre-
mented for each child g′ that is not a primary input (line 35).
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(a) (b)

(c) (d)

Fig. 5. Plots show the upper and lower bound according to Lemmas 1 and 2 as well as the actual number of additional lines when synthesizing different
arithmetic benchmarks with LUT sizes ranging from 3 to 32. The x-axis shows LUT size and the y-axis shows the number of additional lines.

Then, each child g′ that afterward has a reference count of 0, is
uncomputed using uncompute_gate (line 37). In there, first it is
checked whether the child has already been visited (line 40).
If the child is not driving an output, a single-target gate to
uncompute the line is added to R (line 43). The freed line t
is added to C (line 44) and the mapping is cleared accord-
ingly (line 45). The child is stored as visited (line 46), and the
function recurs (line 47). After all gates have been computed,
outputs are added to lines in R (lines 23–25). This procedure
is simplified: two or more outputs may share the same driv-
ing LUT. In this case, one needs additional lines and copy the
output result using a CNOT gate.

With a given topological order of LUTs, the time complexity
of Algorithm 2 is linear in the number of LUTs. As seen in the
beginning of this section, the order in which LUTs are visited
has an effect on the number of qubits. Therefore, there can be
several strategies to compute a topological order on the gates.
This is handled by the function topo_order that is configured
by a parameter in pQ. Besides the default topological order
implied by the implementation of N (referred to as topo_def
in the following), we also implemented the order topo_tfi_sort,
which is inspired by Lemma 2: compute the transitive fan-
in cone for each primary output and order them by size in
descending order. The topological order is obtained using a
depth-first search for each cone by not including duplicates
when traversing a cone.

D. Role of the LUT Size

As can be seen from previous discussions, the number of
additional lines roughly corresponds to the number of LUTs.
Hence, we are interested in logic synthesis algorithms that
minimize the number of LUTs. In classical logic synthesis the

number of LUT-inputs k needs to be selected according to
some target architecture. For example, in field-programmable
gate array (FPGA) mapping, its value is typically 6 or 7. But
for our algorithm, we can use k as a parameter that trades
off the number of qubits to the number of T gates: If k is
small, one needs many LUTs to realize the function, but the
small number of inputs also limits the number of control lines
when mapping the single-target gates into multiple-controlled
Toffoli gates. On the contrary, when k is large, one needs
fewer LUTs but the resulting Toffoli gates are larger and
therefore require more T gates. Further, since for larger k
the LUT functions are getting more complex, the runtime to
map a single-target gate into multiple-controlled Toffoli gates
increases.

To illustrate the influence of the LUT size we performed the
following experiment, illustrated in Fig. 5(a). For four bench-
marks and for LUT sizes k from 3 to 32, we computed an
LUT mapping using ABC’s [21] command if -K k -a. The
resulting network was used to compute both the upper and
lower bound on the number of additional lines according to
Lemmas 1 and 2, and to compute the actual number of lines
according to Algorithm 2 with “topo_def” as topological order.
It can be noted that the actual bound often either matches the
upper bound or the lower bound. In some cases the bounds
are very close to each other, leaving not much flexibility to
improve on the number of additional lines. Further, after larger
LUT sizes the gain in reducing the number of lines decreases
when increasing the LUT size. It should be pointed out that
for benchmark “Log2” an optimum number of additional lines
can be achieved for k = 32, because in this case k matches
the number of inputs of the function. Consequently, the LUT
mapping has as many gates as the number of outputs. In gen-
eral, by setting k to the number of inputs n of the function,
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(a)

(b)

Fig. 6. Algorithms to map a single-target gate into a Clifford+T network. (a) Direct mapping. (b) LUT-based mapping.

one can find reversible single-target gate networks with n+m
qubits, where m is the number of outputs. However, first it
may be very time consuming or infeasible to map the result-
ing single-target gates into quantum circuits, and even if it is
possible, they will likely consists of a very large number of
quantum gates.

V. MAPPING SINGLE-TARGET GATES

For the following discussion it is important to understand
the representation of the logic network that is given as input to
Algorithm 1 and the k-LUT network that results from the first
step. The input network is given as a gate-level logic network,
i.e., all gates are simple logic gates. In our experimental eval-
uation and current implementation the logic network is given
as AIG, i.e., a logic network composed of AND gates and
inverters. The LUT network is represented by annotating in
the gate-level netlist: 1) which nodes are LUT outputs and
2) which nodes are LUT inputs for each LUT. As a result,
the control function of a single-target gate corresponds to an
LUT, which is implicitly represented as a subnetwork in the
gate-level logic network.

A. Direct Mapping

The idea of direct mapping is to represent the control func-
tion as ESOP expression, optimize it, and then translate the
optimized ESOP into a Clifford+T network. Fig. 6(a) illus-
trates the complete direct mapping flow. As described above, a
control function is represented in terms of a multilevel AIG. In
order to obtain a 2-level ESOP expression for the control func-
tion, one needs to collapse the network. This process is called
cover extraction and two techniques called AIG extract and
BDD extract will be described in this section. The number of
product terms in the resulting ESOP expression is typically far
from optimal and is reduced using ESOP minimization. The
optimized ESOP expression is first translated into a reversible
network with multiple-controlled Toffoli gates as described in
Section II-D and then each multiple-controlled Toffoli gate is
mapped into a Clifford+T with the mapping described in [7].

1) ESOP Cover Extraction: There are several ways to
extract an ESOP expression from an AIG that represents
the same function. Our implementation uses two different
methods. The choice of the method has an influence on the
initial ESOP expression and therefore affects both the run-
time of the algorithm and the number of T gates in the
final network.

The method AIG extract computes an ESOP for each node
in the AIG in topological order. The final ESOP can then be
read from the output node. First, all primary inputs xi are
assigned the ESOP expression xi. The ESOP expression of an

AND gate is computed by conjoining both ESOP expressions
of the children, taking into consideration possible comple-
mentation. Therefore, the number of product terms for the
AND gate can be as large as the product of the number of
terms of the children. The final ESOP can be preoptimized by
removing terms that occur twice, e.g., x1x̄2x3 ⊕ x1x̄2x3 = 0,
or by merging terms that differ in a single literal, e.g.,
x1x3⊕x1x̄2x3 = x1x2x3 [32]. AIG extract is implemented sim-
ilar to the command “&esop” in ABC [21]. We were able to
increase the performance of our implementation by limiting
the number of inputs to 32 bits, which is sufficient in our appli-
cation, and by using cube hashing [45]. In general, AIG extract
performs linear many conjunctions of ESOP terms, which are
quadratic in the size of the ESOP terms of the children nodes.
The size of an ESOP term for an AIG node n is exponential
in the number of primary inputs in the structural support of n.

The method BDD extract first expresses the control function
in terms of a BDD (binary descision diagram), again by trans-
lating each node into a BDD in topological order. From the
BDD a pseudo-Kronecker expression [46], [47] is extracted
using the algorithm presented in [48]. A pseudo-Kronecker
expression is a special case of an ESOP expression. For the
extracted expression, it can be shown that it is minimum in
the number of product terms with respect to a chosen variable
order. Therefore, it provides a good starting point for ESOP
minimization.

For the complexity of BDD extract, we consider both steps.
First, the BDD needs to be constructed from the AIG, which
in the worst-case is exponential, since constructing the BDD
that computes an AND node may require the product of the
nodes used in the BDDs for each child function. The algorithm
to construct a Pseudo-Kronecker expression from the BDD is
cubic in the number of BDD nodes, since for each pair of
co-factors one needs to compute the BDD that computes the
XOR of both co-factors.

2) ESOP Minimization: In our implementation we use
exorcism [32] to minimize the number of terms in the
ESOP expression. Exorcism is a heuristic minimization algo-
rithm that applies local rewriting of product terms using the
EXORLINK operation [49]. In order to introduce this oper-
ation, we need to define the notation of distance. For each
product term a variable can either appear as positive literal,
as negative literal, or not at all. The distance of two prod-
uct terms is the number of variables with different appearance
in each term. For example, the two product terms x1x3 and
x1x̄2x3 have distance 1, since x2 does not appear in the first
product term and appears as negative literal in the second one.
It can be shown that two product terms with distance k can
be rewritten as an equivalent ESOP expression with k prod-
uct terms in k! different ways. The EXORLINK-k operation
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Fig. 7. Reversible network from Fig. 4(d). Additional lines which have a
constant 0 value are drawn thicker. These lines can be used as additional
resources when mapping single-target gates.

is a procedure to enumerate all k! replacements for a product
term pair with distance k. Applying the EXORLINK oper-
ation to product term pairs with a distance of less than 2
immediately leads to a reduction of the number of product
terms in an ESOP expression. In fact, as described above,
such checks are already applied when creating the initial cover.
Applying the EXORLINK-2 operation does not increase the
number of product terms but can decrease it, if product terms
in the replacement can be combined with other terms. The
same applies for distances larger than 2, but it can also lead
to an increase in the number of product terms. This can some-
times be helpful to escape local minima. Exorcism implements
a default minimization heuristic, referred to as def in the fol-
lowing, that applies different combinations and sequences of
EXORLINK-k operations for 2 ≤ k ≤ 4. We have modified
the heuristic by just omitting the EXORLINK-4 operations,
referred to as def_wo4 in the following. The complexity of the
exorcism algorithm is cubic in the number of initial product
terms, since it checks whether product terms resulting from an
EXORLINK operation to a pair of product terms can optimize
any existing product term.

B. LUT-Based Mapping

This section describes a mapping technique that exploits two
observations: 1) when mapping a single-target gate there may
be additional lines available with a constant 0 value and 2) for
single-target gates with few control lines (e.g., up to 4) one can
precompute near-optimal Clifford+T circuits and store them in
a database. Fig. 6(b) illustrates the LUT-based mapping flow.
The idea is to apply 4-LUT mapping on the control function of
the single-target gate and use available 0-valued ancilla lines to
store intermediate results from inner LUTs in the mapping. If
enough 0-valued ancilla lines are available, each of the single-
target gates resulting from this mapping is directly translated
into a near-optimum Clifford+T network that is looked up in
a database. The size of the database is compressed by making
use of Boolean function classification based on affine input
transformations and output complementation. This procedure
requires no additional lines being added to the circuit. If the
procedure cannot be applied due to too few 0-valued ancilla
lines, direct mapping is used as fallback.

1) Available 0-Valued Ancilla Resources: Fig. 7 shows the
same reversible network as in Fig. 4(d) that is obtained from
the initial k-LUT mapping. However, additional lines that are
0-valued are drawn thicker. We can see that for the realization
of the first single-target gate, there are three 0-valued lines, but
for the last single-target gate there is only one 0-valued line.
This information can easily be obtained from the reversible
network resulting from Algorithm 2.

The following holds in general. Let g = Tc(X, t) be a single-
target gate with |X| = k and let there be l available 0-valued

(a) (b)

Fig. 8. Single-target gate for (a) Tf and (b) Tg, which can be constructed
from Tf , since f and g are AN-equivalent. (a) Tf . (b) Tg.

lines, besides a 0-valued line for target line t. If c can be
realized as a 4-LUT network with at most l + 1 LUTs, then
we can realize it as a reversible network with 2l − 1 single-
target gates that realizes function c on target line t such that
all inner LUTs compute and uncompute their results on the
l available 0-valued lines. This synthesis procedure is similar
but much simpler than Algorithm 2, since c is a single-output
function. Therefore, the number of additional lines required for
the inner LUTs cannot be improved by a different topological
order and is solely determined by the number of LUTs in the
mapping. Given the k-LUT mapping for the control function,
the synthesis procedure is linear in the number of LUTs.

2) Near-Optimal Four-Input Single-Target Gates: There
exists 22n

Boolean functions over n variables, i.e., 4, 16, 256,
and 65 536 for n = 1, 2, 3, and 4, respectively.
Consequently, there are as many different single-target gates
Tc({x1, . . . , xn}, xn+1). For this number, it is possible to pre-
compute optimum or near-optimal Clifford+T circuits for each
of the single-target gates using exact or heuristic optimization
methods for Clifford+T gates (see [6], [50]–[52]), and store
them in a database. Mapping single-target gates resulting from
the LUT-based mapping technique described in this sections is
therefore very efficient. However, the number of functions can
be reduced significantly when using affine function classifica-
tion. Next, we review affine function classification and show
that two optimum Clifford+T circuits for two single-target
gates with affine equivalent functions have the same T-count.

For a Boolean function f (x1, . . . , xn), let us use the notation
f (�x), where �x = (x1, . . . , xn)

T . We say that two functions f and
g are affine equivalent [53], if there exists an n× n invertible
matrix A ∈ GLn(B) and a vector �b ∈ Bn such that

g(�x) = f
(

A�x+ �b
)

for all �x ∈ Bn. (4)

We say that f and g are affine equivalent under negation [54],
if either (4) holds or g(�x) = f̄ (A�x + �b) for all �x. For the
sake of brevity, we say that f is AN-equivalent to g in the
remainder. AN-equivalence can be considered an extension of
NPN-equivalence, where besides input negation, input permu-
tation, and output negation, also inputs xi may be replaced by
xi ⊕ xj, where j �= i. AN-equivalence is an equivalence rela-
tion and allows to partition the set of 22n

into much smaller
sets of functions. For n = 1, 2, 3, and 4, there only 2, 3, 6,
and 18 classes of AN-equivalent functions (see [53]–[55]).
And all 4 294 967 296 5-input Boolean functions fall into only
206 classes of AN-equivalent functions! The database solu-
tion proposed in this mapping can therefore scale for five
variables given a fast way to classify functions. Before we
discuss classification algorithms, the following lemma shows
that AN-equivalent functions preserve T-cost.

Lemma 3: Let f and g be two n-variable AN-equivalent
functions. Then the T-count in Clifford+T circuits realizing
Tf and Tg is the same.

Proof: Since f and g are AN-equivalent, there exists A ∈
GLn(B), �b ∈ Bn, and p ∈ B such that g(�x) = p⊕ f (A�x + �b)
for all �x. It is possible to create a reversible circuit that takes
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Fig. 9. This plot shows the distribution of AN-equivalence classes among
all four-LUTs that have been discovered in all our experimental results (see
Section VI). The y-axis shows from the bottom to the top all 2, 5, and 17
nonconstant AN-equivalence classes of 2, 3, and 4 variables. The number right
to the truth table is the T-count in the best known Clifford+T realization of the
corresponding single-target gate. The x-axis shows the frequency percentage
with respect to other classes that have the same number of variables. The
small number next to the bar shows the frequency in absolute values.

�x 	→ A�x + �b using only CNOT gates for A and NOT gates
for �b (see [56]). The output can be inverted using a NOT
gate. Fig. 8 illustrates the proof. The subcircuit UA realizes
the linear transformation using CNOT gates, U�b realizes the
input inversions using NOT gates, and Xp represents a NOT
gate, if p = 1, otherwise the identity.

In order to make use of the algorithm we need to compute
an optimum or near-optimal circuit for one representative in
each equivalence class for up to four variables. To match an
arbitrary single-target gate with a control function of up to
four variables in the database, one needs to derive its repre-
sentative. Algorithms as presented in [57] can be used for this
purpose. They need to explore all 2n ∏n−1

i=0 (2n − 2i) possible
affine transformations as in (4) to the control function and its
complement. Since n ≤ 4, this enumeration is feasible.

Fig. 9 lists all the AN-equivalent classes for 2–4 variables;
the class containing the constant functions is omitted. It shows
how often they are discovered in a four-LUT in all our exper-
imental evaluations. Also, it shows the number of T gates
in the currently best-known Clifford+T circuits of the cor-
responding single-target gate found using the optimization
heuristic in [50]. Classes #1, #01, #07, #17, and #0001
occur most frequently. The classes #1, #01, and #0001 con-
tain among others x1x2, x1x2x3, and x1x2x3x4, respectively,
and are therefore control functions of the multiple-controlled
Toffoli gates. Class #17 contains the majority-of-three func-
tion. The table can guide to the classes which benefit most
from optimizing their T-count. Reversible and Clifford+T cir-
cuits of the currently best-known realizations can be found at
quantumlib.stationq.com.

C. Hybrid Mapping

LUT-based mapping cannot be applied if the number of
available 0-valued lines is insufficient. As fallback, the four-
LUT network is omitted and direct mapping is applied on the
k-LUT network, therefore not using any of the 0-valued lines
at all. The idea of hybrid synthesis is to merge four-LUTs
into larger LUTs. By merging two LUTs in the network, the
number of LUTs is decreased by 1 and therefore one fewer
0-valued line is required. Our algorithm for hybrid synthesis
merges the output LUT with one of its children, thereby gen-
erating a larger output LUT. This procedure is repeated until
the LUT network is small enough to match the number of 0-
valued lines. The topmost LUT is then mapped using direct
mapping, while the remaining LUTs are translated using the
LUT-mapping technique. If the number of leaves in the top-
most LUT exceed the number of inputs of the control function,
direct mapping is applied to the control function.

VI. EXPERIMENTAL EVALUATION

We have implemented LHRS as command “lhrs” in the open
source reversible logic synthesis framework RevKit [62].1 All
experiments have been carried out on an Intel Xeon CPU E5-
2680 v3 at 2.50 GHz with 64 GB of main memory running
Linux 4.4 and gcc 5.4.

A. LHRS Configuration

Table I gives an overview of all parameters that can be given
as input to LHRS. The parameters are split into two groups.
Parameters in the upper half have mainly an influence on the
number of lines and are used to synthesize the initial reversible
network that is composed of single-target gates (Section IV).
Parameters in the lower half only influence the number of T
gates by changing how single-target gates are mapped into
Clifford+T circuits. Each parameter is shown with possible
values and some explanation text.

B. Evaluating the Effects of Parameters

As benchmarks, we used the ten arithmetic instances of the
EPFL combinational logic synthesis benchmarks [64], which
are publicly available and commonly used to evaluate logic
synthesis algorithms. In order to investigate the influence of
the initial logic representation, we used different realizations
of the benchmarks: 1) the original benchmark description in
terms of an AIG, called Original and 2) the best known
6-LUT network wrt. the number of lines, called Best-LUT.2

Further statistics about the benchmarks are given in Table II.
All experimental results and synthesis outcomes for the EPFL
arithmetic benchmarks and for a variety of IEEE-compliant
floating point benchmarks can be viewed and downloaded
from a repository github.com/msoeken/lhrs-experiments. The
repository also contains all scripts to generate the results, mak-
ing it easy to perform similar experiments on a different set
of benchmarks.

We evaluated LHRS for both realizations (Original and
Best-LUT) for all ten arithmetic benchmarks with an LUT
size of 6, 10, and 16. Table III lists all results. We chose
LUT size 6, because it is a typical choice for FPGA mapping,
and therefore we expect that LUT mapping algorithms per-
form well for this size. We chose 16, since we noticed in our

1The source code can be found at github.com/msoeken/cirkit.
2See lsi.epfl.ch/benchmarks, version 2017.1.
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TABLE I
PARAMETERS FOR LHRS

TABLE II
EPFL ARITHMETIC BENCHMARKS

experiments that it is the largest LUT size for which LHRS
performs reasonably fast for most of the benchmarks. LUT
size 10 has been chosen, since it is roughly in between the
other two. These configurations allow us to synthesize six dif-
ferent initial single-target gate networks for each benchmark,
therefore spanning six optimization points in a Pareto set.
For each of these configurations, we chose four different
configurations of parameters in pT , based on values to the
mapping method and the ESOP heuristic ({direct, hybrid} ×
{def , def_wo4}).

The experiments confirm the observation of Section IV-D.
A larger LUT size leads to a smaller number qubits. In some
cases, e.g., Log2, this can be quite significant. A larger LUT
size also leads to a larger T-count, again very considerable,
e.g., for Log2.

Slightly changing the ESOP minimization heuristic (note
that def to def_wo4 are very similar) has no strong influence
on the number of T gates. There are examples for both the
case in which the T-count increases and in which it decreases.
However, the runtime can be significantly reduced. The choice

of the mapping method has a stronger influence. For example, in
case of the Adder, the hybrid mapping method is far superior
compared to the direct method. In many cases, the hybrid
method is advantageous only for an LUT size of 16, but not
for the smaller ones. Also, the initial representation of the
benchmark has a considerable influence. In many cases, the
Best-LUT realizations of the benchmarks require fewer qubits,
which—as expected—results in higher T-count. The effect is
particularly noticeable for the Divisor and Square-root. In some
cases, better results in both qubits and T-count can be achieved,
e.g., for Log2 as Best-LUT with an LUT size of 16, and for
the Barrel shifter as Original with an LUT size of 16.

C. Comparison to State-of-the-Art Algorithms

We compare LHRS to three state-of-the-art hierarchical
synthesis algorithms: circuit-based synthesis (CBS, [9]), XOR-
majority graph (XMG)-based synthesis (DXS, [10]), and
BDD-based synthesis [63]. Before we discuss the results from
the experimental evaluation, we compare the three state-of-
the-art approaches conceptually to LHRS.

1) Comparison to CBS: CBS uses a logic network as start-
ing point, in its current implementation an AIG. The scalability
of the approach therefore depends on the size of the logic
network, which makes it comparable to LHRS. CBS decom-
poses the logic network into multioutput subnetworks based
on adjacent and overlapping fan-out free regions. These are
embedded and synthesized using explicit or symbolic func-
tional reversible logic synthesis algorithms (depending on the
size of the subnetworks). The size of the subnetworks can be
controlled with a threshold parameter t. A larger value for t
usually leads to a smaller number of qubits, but if t is chosen
to be too large, the embedding and synthesis algorithms may
take a very long time.

In LHRS, we decompose the initial logic network into
k-input (single-output) LUTs, which are represented as single-
target gates in the intermediate reversible logic network. We
use a variety of different synthesis algorithms to map these
single-target gates into quantum circuits. These approaches are
more scalable as compared to the functional reversible logic
synthesis algorithms used in CBS. The most time-consuming
mapping algorithm that we propose and use in the implemen-
tation of LHRS is direct mapping (Section V-A). It is based on
ESOP-based synthesis, which was demonstrated to scale better
(in runtime) to functional reversible logic synthesis approaches
(see [10, Tables II and III]).

The computational complexity of both approaches is the
same, and exponential in the worst-case. In CBS with thresh-
old value t, it can be that almost all 22t input/output patterns
need to be visited by the functional reversible logic synthesis
algorithm. In LHRS with LUT size k, it can be that ESOP-
based synthesis generates reversible circuits with ≈ 2k Toffoli
gates. Note that both methods are polynomial in the number
of logic gates of the initial logic representation, since both k
and t are constant and fixed parameters that are input to the
synthesis problem.

2) Comparison to DXS: DXS uses an XMG as a starting
point, and is therefore as scalable as CBS and LHRS, since
it depends on the size of the initial logic network. LHRS has
therefore no scalability advantage over DXS. Also, DXS uses
ancillae management strategies very similar to LHRS. DXS is
best considered a special case of LHRS in which k = 3 and
only two LUT functions, namely XOR and majority-of-three
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TABLE III
EXPERIMENTAL EVALUATION OF LHRS ON THE EPFL ARITHMETIC BENCHMARKS

(incl. variants with input complementation), are possible. For
these, compact quantum circuit realizations are known.

As our experimental results will demonstrate, DXS can be
seen as a complementary method to LHRS for small LUT
sizes. DXS scales better than LHRS with k = 3, because
1) only functions with inexpensive quantum circuit realiza-
tions are used in DXS and 2) dedicated optimization routines
to optimize XMGs can be exploited. But due to the small gate
sizes, DXS does not easily reduce the number of required
qubits.

In Section V-B, we discuss the use of function classifica-
tion (AN-classification), since each function in an equivalence
class has the same number of T gates in an T-count optimum
quantum circuit. The statistical information shown in Fig. 9
motivates to investigate dedicated LUT mapping algorithms
that favor LUT functions with smaller T-count. In this way,
LHRS can achieve a similar quality compared to specialized
approaches, such as DXS.

3) Comparison to BDD-Based Synthesis: In BDD-based
synthesis, first the input function is represented as binrary
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TABLE IV
COMPARISON TO STATE-OF-THE-ART ALGORITHMS (QUALITY OF RESULTS)

decision diagram. Then each node is translated into a cor-
responding quantum circuit similar to DXS, where XOR and
majority gates are translated. However, BDD-based synthesis
relies on an efficient construction of a BDD for a given input
function. If a BDD can be obtained within reasonable time
and particularly within the available memory resources, the
synthesis procedure is very fast. However, it is known that the
size of a BDD is exponential in the worst-case and also in the
average case. Large functions often suffer from the memory
explosion problem. Also, the canonicity property of BDDs
prohibits logic optimization besides variable reordering.

Techniques, which are discussed in our proposed decom-
position approach, may also be applied to the BDD-based
approach. The ancillae management heuristic described in
Section IV and Algorithm 2 could in a similar way be applied
to BDD-based synthesis in order to uncompute ancillae early
and reuse them in order to reduce the number of overall
required ancillae. However, this still requires that the BDD
must be constructed and does not address the scalability issue.

In our experimental evaluation we set t = 10 for CBS,
which results in a similar number of additional lines compared
to LHRS with LUT size k = 6. It is important to note that
CBS and BDD-based synthesis do not uncompute results and
produce garbage outputs. For a fair comparison, we update
the numbers returned by the synthesis algorithm, and use the
Bennett trick [14] to uncompute all garbage lines. This trick
requires to add one ancilla for each output and to double the
number of T gates. We have set a memory limit of 100 GB.
This affects particularly BDD-based synthesis, which requires
high memory resources for the construction of the BDD. For
LHRS, we compare LUT sizes 6, 10, and 16, mapping method
hybrid, and ESOP heuristic def_wo4.

Table IV list the quality of results for the comparison with
the state-of-the-art techniques. For each approach we list the
number of qubits and the number of T gates. The runtimes are
listed in Table V. The last row in Table IV lists the geomean
for both qubits and T gates normalized to the results of LHRS
for k = 6. The results demonstrate that LHRS clearly outper-
forms CBS in terms of T-count, while often having a similar
number of qubits. For no benchmark, CBS produced a Pareto-
optimal result. LHRS outperforms DXS in terms of qubits,
except for the Adder benchmark. DXS always produces at

TABLE V
COMPARISON TO STATE-OF-THE-ART ALGORITHMS (RUNTIME)

least one Pareto-optimal result. With the memory limit of 100
GB, it was only possible to apply the BDD-based approach to
the Sine benchmark. But for that function, the resulting qubit
numbers and T-count are several magnitudes higher than those
obtained by LHRS. Since we only have results for a single
benchmark, we omit the geomean for BDD-based synthe-
sis. LHRS produces Pareto-optimal results for all benchmarks
except Adder.

VII. CONCLUSION

We presented LHRS, an LUT-based approach to hierar-
chical reversible circuit synthesis that outperforms existing
state-of-the-art hierarchical methods. Its two-stage approach
allows us to first find an abstract single-target gate reversible
logic network that already determines the number of required
qubits. Several different configuration parameters and mapping
strategies allow for a fast exploration of single-target gate
networks with the aim to find one with a suitable number of
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qubits. In the second step, each single-target gate is mapped
into a quantum circuit, in this case using Clifford+T gates.

LHRS can be regarded as a synthesis framework since
it consists of several parts that can be optimized sepa-
rately. As one example, we are currently investigating more
advanced mapping strategies that map single-target gates into
Clifford+T circuits. Also, most of the conventional synthesis
approaches that are used in the LHRS flow, e.g., the mapping
algorithms to derive the k-LUT network, are not quantum-
aware, i.e., they do not explicitly optimize wrt. the quality of
the resulting quantum network. We expect further improve-
ments, particularly in the number of T gates, by modifying
the synthesis algorithms in that direction. Finally, to address
the tight qubit resources, we plan to employ reversible peb-
bling strategies to find initial single-target gate networks with
fewer qubits, for the expense of a higher gate count.
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