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Reducing Switching Activity on Datapath
Buses with Control-Signal Gating

Hema Kapadia, Luca Benini, and Giovanni De Miché&lgllow, IEEE

Abstract—This paper presents a technique for saving power can dominate the total power dissipation. Low-swing buses are
dissipation in large datapaths by reducing unnecessary switching ysed extensively in memories to reduce power consumption
activity on buses. The focus of the technique is on achieving very effectively. Using low swings on datapath buses also

effective power savings with minimal overhead. When a bus is . . - . S
not going to be used in a datapath, it is held in a quiescent 91VES good power savings, but it requires significant effort

state by stopping the propagation of switching activity through in the design and layout of bus receivers [3].
the module(s) driving the bus. The “observability don't-care The technique presented in this paper, control-signal gating,

condition” of a bus is defined to detect unnecessary switching targets the dynamic switching power of heavily loaded buses
activity on the bus. This condition is used to gate control signals in large datapaths. The emphasis is on taking advantage of

going to the bus-driver modules so that switching activity on the . L L
module inputs does not propagate to the bus. A methodology for redundant switching activity on each bus within a datapath to

automatically synthesizing gated control signals from the register- Save power, while keeping the timing, area, and computational
transfer-level description of a design is presented. The technique overhead low. Datapaths have a regular bit-slice structure of

has very low area, delay, power, and designer effort overhead. It |ogic modules connected by buses. Some of the logic modules
was applied to one of the integer execution units of a 64-bit, two- are controlled by control-signal inputs that are generated

way superscalar RISC microprocessor. Experimental results from b d loai tside the datapath led trol logi
running various application programs on the microprocessor y random flogic outsiae the dalapath, called control logic.

show an average of 26.6% reduction in dynamic switching power Control-signal gating modifies the control logic to reduce
in the execution unit, with no increase in critical path delay and unnecessary switching activity on datapath buses. Conditions

negligible area overhead. that imply that a bus is not going to be used to compute any of

Index Terms—Clock gating7 control Signa| gating, data bUSGS, the primary OutputS Of the datapath are deteCted in the Contl’Ol
datapaths, logic synthesis, low power, power management, switch-logic. These conditions are used to gate control signals going
ing activity. to the modules driving the bus, so that no switching activity
propagates through those modules. Thus, the switching activity
on a bus is turned off when it is detected to be unused.

A brief discussion of the existing low-power techniques

POWER dissipation continues to grow as an importagfost applicable to datapaths, and their tradeoffs, is given
challenge in deep submicron chip design. Power manage- section |1, The formulation of control-signal gating is

ment is crucial for reliability, packaging, and cooling costs Qfyesented in Section Ill, where formal definitions are given
high-performance systems, and battery life of portable devicgs; ~qngitions when a bus is unused and when switching

Achieving low average power dissipation in a complex chigqiity does not propagate through a module. These defi-
calls for employing a combination of various low-powefitions are used to derive gated control signals that reduce
techniques at all levels of design abstraction [1]-[3]. HOWeV&lnnecessary switching activity on buses. A methodology for
low power is usually a secondary design goal after high, jementing this technique on real designs is presented in
performance and, in some cases, even after designer eff@fly(ion v, Section V discusses overheads and comer cases of
This calls for low-power techniques that give significant powgpe technique. In Section VI, experimental results of applying
savings with low overhead. o _control-signal gating to a large datapath in a microprocessor
A large fraction of the total power dissipation on a Chiyq,, an average of 27.7% reduction in dynamic switching
today is typically due to clocks, memory, and datapathg.yity, resulting in 26.6% average reduction in the dynamic
[4], [5]. Circuit F’es'gn te.chnlques are used to reduce t itching power of the datapath, with negligible overhead.
power consumption of active elements in memory cells, clock
latches, and datapath modules. Heavily loaded wires in each I
of these design areas need special attention since the dynamic ] ) )
switching power due to high capacitive loading on the wires C10Ck gating turns off the clock signal going to large
functional units when they are not needed [6], [7]. This saves
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ireg_en circuit is selectively turned off based on these precomputed
— output values. Logic duplication of parts of the target circuit
IniBus lé 1Bus is required for multioutput circuits. When applied to modules
prran e sel in a datapath, another concern would be the extra wiring
1 - complexity added in the otherwise regular structure of the
N datapath in order to route bits of buses to precomputation logic.
treg_en Jum_en Example 2:In Fig. 1, precomputation is not applicable
- OutBus since it is not possible to precompute the output of the adder
R or the multiplexer without using all bits of the input buses.
ot g The amount of logic added for precomputation would be
InTBus | | TBus comparable to the existing logic of those modules.
AN Guarded evaluation [12] places enabled transparent latches
Fig. 1. Example datapath. on inputs of the modules that need to be selectively turned off,

using existing signals in the design as latch enables. Automatic
: . : : . selection of the enable signals is based on logical implication,
clock gating or disabling bus drivers at this level does not taWﬁich is complex to compute for large designs. The area and

advantage of situations when one part of a functional unit is wer overhead of placing guard latches in wide datapaths
use while other parts are unused. Control-signal gating ta Suld be quite high

advantages of low-level redundancies within the datapath of 3Examp|e 3:If the adder in Fig. 1 was to be selectively

functional unit to save power. o turned off through guarded evaluation, two 64-bit transparent
Two techniques exist for grouping flip-flops within a funcyi-hes would be placed oRBus and SBus,both disabled
tional unit for clock gating: hold-condition detection [9] and,hen sum enwas zero.
redundant-clocking detection [10]. In hold-condition detection, Althougﬁ precomputation and guarded evaluation are quite
flip-flops that share common hold conditions are groupggective for random logic and small datapaths, they have
together for clock gating. This technique is not applicablggnificant overhead in large datapaths. Also, both of the
when enabled flip-flops are used, which is common in larggchniques focus on stopping switching activity in the circuits
datapaths. Redundant-clocking detection collects and analyéfasdatapath modules. In comparison, control-signal gating
simulation traces to group flip-flops for clock gating. Thegcyses on saving dynamic switching power on datapath
grouping is trace dependent, and generation of the cloglsses. There is no logic or wiring added in the datapath
gating conditions is not automated. Also, clock gating afructure, resulting in very low overheads. Also, structural
low levels of granularity, such as applying different gatinghformation available at the register-transfer (RT) level is used
conditions on the clock inputs of two different modules withifg synthesize gated control signals, giving high computational
a datapath, increases local clock skew. This is an issuedfiiciency.
high-performance designs, since controlling the clock skew isExample 4: If control-signal gating was applied to Fig. 1,
critical to performance. control signalsmux_seland sum_enwould be used to de-
Example 1:Fig. 1 shows part of a 64-bit datapath gentermine the conditions when the internal busBsis, TBus,
erating a primary output busQutBus If clock gating was andRBusare unused. These conditions would be used to gate
applied to this datapath, the clock would be turned off whefeg_en, treg_enandmux_seko that no new values are driven
none of the primary outputs of the datapath were going thnecessarily ofBus, TBusand RBus,respectively.
be used. However, even when other parts of the datapath are
computing useful outputTBus, IBus,and RBusare unused m

when sum_enis zero. Also,IBus is unused whemux_sel ) _ o
is one, andTBusis unused whermux_selis zero. Using The rationale of control-signal gating is that buses that are

only one gated clock for the entire datapath would allow tH2°t used by the environment should be frozen in a quiescent
buses to switch unnecessarily under these conditions. If clo@t€ by stopping the propagation of switching activity through
gating was applied at a lower level, the clock line going itheir drivers. Th|§ is achieved by using the “observability
Red. would be turned off ifsum_erwas going to be zero or don‘t-care condition” (ODC) to detect when a bus would
mux_selas going to be one. Similarly, the clock line goind’® Unused and to stop the propagation of switching activity
to Reg would be turned off isum_eror mux_sewas going through the module(s) driving the bus.
to be zero. This would stop unnecessary switching activity on
TBusand IBus However, RBuswould switch unnecessarily A- Observability Don’t-Care Conditions
if mux_selchanged whilesum_enwas zero. Also, the skew In logic synthesis, the condition under which a Boolean
between the clocks going tBedl andRed@ would pose an variable in a combinational circuit is not observed by the
additional constraint on the arrival time ofux_sel. environment is called the ODC of the variable [13]. The
Precomputation-based methods [11] precompute the out@DC of a variable is computed by traversing back through its
of a sequential circuit one clock cycle early to reduce powéinout cone from primary outputs of the circuit to the variable,
dissipation in the following cycle. A few bits of the inputswhile incrementally computing ODC'’s of variables from the
going to the circuit are used to precompute the output. TIRDC's of their immediate successors. For a variablaith

. CONTROL-SIGNAL GATING
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one immediate successpthat is expressed by a logic functionin the current clock cycleX() if the register enable was zero
y = f(z), the ODC is computed as shown in (1) in the previous clock cycleZ( — 1). Unnecessary switching
activity on IBus can be reduced by making OR&InIBus)

ODC(z) = (f(2)|em1 ® f(#)|emo) + ODC(y). (1) True when ODGs(IBug) is True This gives the equation

for ireg_en_gatedr_;). Converting this to the equation for

In this paper, %" is used to represent the logicak, “&” ireg_.en_gatedn the current clogk cycle, we get the conditiop

is used to represent the logicaiip, “&” is used to represent that ireg_en ;hou!d be gated in the current clock cyclg if
ODCjg(IBus) is going to beTruein the next clock cycle. This

the exclusiveor, “|" is used to represent restriction condition, o L
uces, but may not stop, unnecessary switching activity on

and overline is used to represent the complement of Booleré‘-r1 i . 2
functions and variables. IBus, since the unobservability due to the adder is ignored

The first term in (1) is the complement of the Boolean ODCjp(IBus) = muxsel+ stumen
difference ofy with respect tor, which denotes the condition
under whichz is not observed ag. The second term denotes
the condition under whichy itself is not observed by the  ireg-engatedy;_;y =iregenyp_;y & ODCp(IBug
environment. ireg_engated=ireg.en & ODCg(IBus)

In this work, we redefine the ODC to deal specifically
with datapath buses. A datapath is treated as a logic network
graph with vertices representing datapath modules and primary .
input/outputs and directed edges representing interconnectigiscompUtIng Low-Overhead Module ODC (OR¢
of the modules. Both sequential and combinational modulesPepending on the type of datapath module, the QP& an
are included in the graph. The value of a Boolean function #HPut bus of the module can range from quite complex to quite
variable in the current clock cycle is given az” suffix, the simple. An input bus of a 64-bit multiplier is unobservable at
same value in the previous clock cycle is given@z*_" the output V\(hen .the other input bus is zero. Generating this
suffix, and that value in the next clock cycle is given £DCu condition in hardware would require a 64-hibR gate
“o(r41)” Suffix. Thus, if a signalCurSigwas the output of a for each_ input bus. This adds s!gnlflcan_t area, delay, power,
flip-flop, the value ofCurSigar41y would be the same as the@nd design effort overhead for introducing new elements in
value of the input of that flip-flop in the current clock cycle. I£h€ regular datapath structure. On the other hand, as seen in
CurSigwas the input of a flip-flop, the value @urSigsr—r) Example 5, the ODg; of a register input bus is simply the

should have been the same as the value of the output of th3fiPlement of a one-cycle late version of the register enable.

flip-flop in the current clock cycle. Unless otherwise specified® USe this disparity among ODg complexities through
Boolean functions and variables are referred to in the curréfifferent datapath modules, we classify datapath modules into

clock cycle. We define two types of ODC'’s of a bus in twdwo categoriescomputational moduleand steering modules

environmental contexts: Bus ODC (OR¢and Module ODC In computational modules, the, ORgE of one ir}put bgs
(ODCyr.) depends on the values of other input buses. Arithmetic and

Definition 1: The ODC of a datapath buB with respect logic modules such as adders, multipliers, logic gates, etc., fall

to primary outputs of the datapath is called the bus ODC g}to this category. Making use of the unobservability through
D, or ODCg (D) a computational module to save power would require inserting

The ODG, of a bus gives the condition under which th(?r_fw logic in the datapath, resulting in prohibitive overheads.

bus is unused in the datapath. Hence bus transitions when eét".:e for the purpose of F:ontrol-3|gnal gating, we will assume
. - that inputs of a computational module are always observed at
ODCgp is Trueare useless and can be eliminated to save power., outputs. Thus, the ODE through computational modules
We can eliminate bus transitions by stopping the propagatif)snZero by .definiti,on
of Swflitr::i?imr? za}cfll\rllltyéh[;c&ug? brt:sindrl\{[elr)s.SD f a datapath Steering modules selectively steer one or none of the input
efinition 2. The ot an input bus’ of a datapa ata buses to the module output, depending on the values of
module with respect to the module outputs is called the mod Sntrol—signal inputs. The ODG of a data input of a steering
O[\)/\sh of Dr’] OrOODDCM(]_I)_) th;oug?l t_hat modfule. qul module only depends on control signals. We consider three
vhen the e Gz 1s True for all inputs of a module, no commonly used steering moduletsistate drivers, registers,
switching activity propagates through the module. Thus, the, nitiplexers All registers are assumed to be enabled
rationale of control-signal gating can be realized if, when the yisters “and all multiplexer select lines are assumed to be

ODCp of a datapath bus irue, the ODGy of all inputs of - gne hot Equation (3) summarizes the ORP®F input buses
datapath modules driving that bus is also mddee. This is through different steering modules shown in Fig. 2

illustrated in Example 5.

ODCy(InIBus) o) =ireg-eng;_s)

@(T+1)"

(2)

Example 5: For the datapath in Fig. 1, assuming that the Tri-State:  ODCw(Triln) = trien
ODC of OutBusis zero (alvyays observgd), OR@BuSs) in (2) Register:  ODCyy(Regln) = Teg-ehigr 1
captures the fact thdBus is not used in the datapath either Multil . ODCu( Muzln0) — 370
when the multiplexer is not selecting it or when the tristate wtipserers v (Muzn0) = sel0,
driver is disabled. ODg (InIBus) captures the fact that no ODCys(Muzlnl) = sell, - -
switching activity is going to propagate to the outputRedl ODCy/(MuzInN) = sclN. (3)
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reg_en sel0 mux_sel
tri_en H\KKA]‘EIN
Muxin0 u —0
Tril TriOut RIHR Out Muxinl x | MuzOut
ren rntu egin egliu uxin MuxOut
Fanour ,
|A' MuxinN DBE " !
Fig. 2. Steering module types: tristate, register, and multiplexer. A i’fxi"
Fanout , D
D
. . . . E (Carry
The input bus of a tristate driver is unobservable at the el

output when the tristate enable is false. A register input bus
is unobservable at the output in the current clock cy@lgif Fig. 3. Computation of ODg of DBus
the register enable signal was false in the previous clock cycle

(I'—1). A multiplexer input bus is unobservable at the outpW@ycle is not observed at the primary outputs of the datapath.
when the corresponding select line is false. Thus, the @DCrhe ODG; of the bus is given by (6) in this case

of a bus through a steering module is simply the complement i
J g Py P bus) = (ODCy; (bus + (&7, ODCp(Out;)))

of the control signal that steers the bus to the module outpERDCB( @(T+1)

(6)

C. Computing Bus ODC (ODE) Equations (4)—(6) are used repeatedly in the fanout cone
The ODG; of a bus is computed by traversing its fanougf a bus to compute its ODg& Example 6 illustrates the
cone backward from primary outputs to the bus while incomputation of the ODg a bus.
crementally computing the ODE at each vertex from its  Example 6: The fanout cone obBusis shown in Fig. 3. If
immediate successors in the cone. Starting with the ODC @fe ODC's of primary outputduxOut, Sumand Carry were
primary outputs, new terms are added to the bus ODC at egflien, the ODG; of DBus would be computed as shown in
steering module along each fanout path of the bus. (7). Here, since the adder is a computational module, it does
In its traditional definition, the ODC of a variable with mul-not contribute to the ODg of Fanout
tiple fanouts is computed by first computing ODC's along each
fanout independently and then combining them. Combining®@PCs(Fanout) =ODC(Sum) & ODC(Carry)
the ODC’s of a bus at a multifanout point would be quite ODCg(Fanoup) = muxsel+ ODC(MuxOuf
complex if the fanout ODC’s depended on the bus itself [13].  ODCg(DBus) = ODCg(Fanout) & ODCp(Fanout,).
Such dependencies are likely to be introduced by conditional 7)
branch mechanisms where the output of comparison of two
buses controls a steering module. Taking advantage of suclireconvergent fanout on a bus introduces redundant terms
dependencies would also require expensive routing of wirgsits ODCz. Hence computed ODgs of buses should be
from the datapath to the control-signal gating logic. Thisimplified using logic optimization to remove these redundant
is simplified in control-signal gating by assuming that thererms. This is illustrated in Example 7.
are no data-dependent control signals controlling the steering=xample 7:1f MuxOut in Fig. 3 was connected to the
modules. This allows for ODC's along different fanouts of anconnected input of the adder, the OpGf MuxOutwould
bus to be combined simply by intersection. be the same as the ORCof Fanoutl in (7). This would
If a bus hasV fanouts{Fanout, Fanout, ---, Fanouty}, change the ODg of DBusto (8)
it is not observed at the primary outputs of the datapath if and o
only if none of the fanouts are observed. The Qp¢f the bus ODCp(Fanoup) =muxsel+ ODCp (Fanout)
is the intersection of the ODgof all fanouts, as shown in (4) ODCp(DBug =ODCg(Fanoub) & ODCg(Fanout)
=ODCg(Fanout). (8)

ODCgp(bug = &IY.;, ODCg(Fanout). (4)

If a bus is connected to one of the inputs of a module thet Stopping Propagation of Switching
has N outputs {Out;, Out,, ---, Outy}, it is not observed Activity Through a Module
at the primary outputs of the datapath either when it is not As discussed in Section Il-A, propagation of switching
observed at the module output or when none of the modetivity through a module should be stopped when the @DC
outputs are observed at primary outputs of the datapath. If {€its output(s) isTrue. Depending on the type of module, this
module loading the bus is combinational, the OPGf the can be done either by forcing the ORCof all inputs to be
bus is given by (5) True or by holding all inputs unchanged.

ODCj(bug = ODCy (bug) + (&g\il ODCB(OuL)). ) Since the ODG; through a computational module is zero,

= ’ stopping the propagation of switching activity through a com-

If the module loading the bus is sequential, the current valpetational module requires that none of the inputs change.
of the bus will not be observed at the primary outputs of thEhis would require placing enabled latches on wide input
datapath if it does not propagate to the module output in theses in the datapath, which can be quite expensive. Hence
next clock cycle, or if the module output in the next clockontrol-signal gating is not applied to computational modules.
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tri_en |: tri_en_gated flop | _en flop ,_en_gated

ODC (TriOut )

mux_sel gared

Fig. 4. Gating a tristate driver.

Fig. 6. Gating a multiplexer.

ODC ,(RegOut )

input bus would hold the bus unchanged in some fraction
PES_en I o0 en gated of all the clock cycles when the output ORCs True and
:OD_— the input bus is selected by the select lines. We save power
on the multiplexer output bus in only these clock cycles.
E ODC (RegOut) In .the remaining cI'ock cycleg, the multi'p!exer output would
- B &Teh) switch unnecessarily, mirroring the activity on the selected

input bus. The fraction of clock cycles in which power can

Fig. 5. Gating a register. be saved on the output bus of a multiplexer depends on
other fanouts of the input buses, as illustrated in Examples 8
and 9.

In a tristate driver, the ODg; of the input bus is simply the . . . .
. . Example 8: In Fig. 1, the multiplexer output iRBus which
complement of the tristate enable (3). Thus, the propagation : . .
P ! 3) . propagati unused in the datapath whenm_enis zero. Both multi-

of unnecessary switching activity through a tristate driver % .
’ : : plexer input buse§Busand IBus have no other fanouts. As
stopped by gating the tristate enable by the QD& its output shown in (9), the ODG of RBuslogically implies the ODGy's

bus, as shown in Fig. 4. . ; -
In a register, the O?DQ of the input bus is the complementmc IBusandTBus Using these OD's to stop the propagation

of the register enable in the previous clock cycle (3). Hen@é switching activity would give (10) for gated control signals
the register enable needs to be gated one cycle early in order to
stop the propagation of switching activity through the register
when the ODG of its output isTrue This is done by gating

the register enable by a one-cycle early version of the output ~ ODCp(RBu§ = sumen

ODCg, ODCgaq(r+1), @s shown in Fig. 5. The fanin cone of — ODCg(RBug — ODCg(TBus, ODCg(IBus) (9)
the ODG;s is backtracked up to flip-flops, and the logic of the
cone is reconstructed from the inputs of those flip-flops instead
of the outputs to get ODge&(741)-

In a multiplexer, since the OD of each input bus treg engated= tregen& ODCp(TBUS g1 )
is the cqmplement of its co'rrespondlng.select line (3),_the muxselgated,; = muxselgated; _y),
intersection of ODG;'s of all input buses is empty. Thus, in T -
order to stop the propagation of unnecessary switching activity if (ODC5(RBUSa(z41) == True)
through a multiplexer, the select lines and the selected input (10)
bus need to be held unchanged when the QT its output ) ) ) )
is True As shown in Fig. 6, a select line is held unchanged Thus, if sum_eris going to be zero in the next clock cycle,
by backtracking its fanin cone up to flip-flops and gatinBOth ireg_en_gatecndtreg_en_gatedre zero in the current
the enables of these flip-flops with the Op& 1) of the Cycle, andmux_sel_gateds held unchanged. Unnecessary
multiplexer output. Similar to gating register enables, the flifWitching activity onRBusis stopped in 100% of all clock
flop enables are gated one cycle early in order to stop tR¥c!eS when it is unused in the datapath, since switching
select lines from changing in the current cycle if the QPC activity is also stopped on boffiBusandIBus in those clock
of the output bus idrue If the fanin cone of a select line hastYcles _ o
fanouts leaving the cone, some logic needs to be duplicated*@mple 9:On the other hand, consider modifying the
to preserve the functionality of those fanouts. However, tfi&tapath of Fig. 1 to put additional fanouts on multiplexer
required duplication is likely to be small since heavily loadeffiPut buses, as shown in Fig. 7. Tristate enaliegic_en,
select lines are likely to have only a few levels of logic aftefUm_en.and shift_enare mutually exclusive, and the ODC
flip-flops in order to meet timing constraints. of OutBusis zero. Unlike Example 8, the ODCof RBus

To hold the multiplexer input buses unchanged, enablég€s notimply the ODg of TBusor IBus as shown in (11)
latches would have to be added in the datapath. We chose
not to do this to maintain low overheads at the expense :
of giving up power savings. However, control-signal gating ~ ODPCs(TBug = ((muxsel+ sumen) & shiften)
applied to steering modules in the fanin cone of a multiplexer =~ ODCg(RBug =3umen (12)

ODCjp(IBus) = (muxsel+ sumen)
ODCgp(TBus = (muxsel+ sumen)

iregengated= ireg.en& ODCp(IBUS) g7 )

ODCjg(IBus) = ((muxsel+ sumen) & logic_en)
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logic_en
L Structural gr?CaOf
mary
R RTL
treg_in g Outputs
l
R I v
InlBus | g |IBus C
64 G mux_sel DAG
] representation of
N 0 Datapath
RBus .
treg_en N sum_en v A 4
1 .
7 D OutBus Topological Sort of Pass1: Primary Outputs to Inputs:
R D FTRI < Steering Modules Compute Bus ODCs
64 E SBus E 2
InTBus | C |TBus 6" |R] v
é Pass2: Primary Inputs to Outputs:
i Add logic for generating
5 shift_en Gated Control Signals
H v
1 TRI
F 3 Re-synthesize Control Logic,
T Verify TIming
Fig. 7. Modified example datapath. Fig. 8. Methodology for control-signal gating.

Gated control signals are generated by using (11) in (1(551_at are resynthesized with the existing control logic using a

When mux_selis zero (selectingBus) and sum_enis zero, synthesis tool.
RBusis unused in the datapath and its switching activitx
depends onlBus. In this case, iflogic_en was one,IBus
would continue switching since it is used by the logic module. For the purpose of topological ordering, the logic network
This would causeRBusto switch unnecessarily. However,draph representation of a datapath (discussed in Section IlI-A)
if shift_enwas one instead, switching activity would bdS converted to a directed acyclic graph (DAG) by removing
stopped oriBus by ireg_en_gatedind RBuswould not switch feedback edges. Also, computational modules are removed
unnecessarily. If all three tristate enables had equal probabifffgm the set of vertices of this DAG and are treated as
of being one, unnecessary switching activity would be stopp&out points from each input to all outputs of the module.
on RBusin 50% of the clock cycles whesum_enwas zero. This DAG is sorted [13], [15] in increasing topological order

Equation (12) summarizes the method to stop the propadm primary inputs of the datapath to primary outputs. The
tion of switching activity through different types of steeringgomplexity of topological sort i€)(V + E), where N is the

. Topological Ordering of Steering Modules

modules shown in Figs. 5-7 number of vertices andv is the numbe_r of _edges in the
. _ DAG [16]. Even for large datapaths with wide buses, the
Tristate: _ _ DAG representation used here is quite simple since it only
tri_engated= tri_en & ODCp(TriOut) has as many vertices as the number of steering modules in
Register: the datapath and individual bits of buses are collapsed in the
regengated= regen& ODCB(RQQOU)@(TH) edges. This results in insignificant computational times for
. ) topological ordering.
Multiplexer:
if (ODCp(MuxOWe(z41) == True), B. First Pass
muxselgatedy 1) = muxselgatedyr. (12)

The first pass visits steering modules in the datapath netlist

The logic added to stop the propagation of switching activij} décreasing topological order (from primary outputs to
in all three types of steering modules uses and modifies cont?8fMary inputs). The logical expression of the OP@f the

signals only. Hence control-signal gating does not require afyftP!t bus of each steering module is computed as shown in
modifications in the datapath. the pseudocode dfomputeBusODGN Fig. 9.

For a given steering module driving an output bDempute-

BusODCstarts with an ODg of one (never observed) for the
IV. IMPLEMENTATION METHODOLOGY bus and follows each fanout of it in the datapath netlist. If the

Fig. 8 shows the tool flow for applying control-signal gatindanout is a primary output, its ODC is assigned to the fanout
to real designs. The inputs to the tool are 1) a structur@DCyg. If the ODC of the primary output is not given, it is
RT-level description of the design that has been partition@dsumed to be zero (always observed). If the module loading
into datapath and control-logic units and 2) information abothe fanout is a steering module, the Op®f the fanout is
ODC'’s of primary outputs. Using a netlist database manipuleemputed from its ODg; through the loading module and the
tion system, steering modules in the datapath are topologicalypCg of the outputs of the loading module. Due to sequential
sorted and traversed twice to generate gated control sign@edback loops in the datapath, the steering module loading the
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ComputeBus0DC(QutputBus, DrivingModule) {
ODCg(OutputBus) = 1;
foreach (Fanout of OutputBus) {
ODCy(Fanout) = 1;
if (Fanout is a Primary Output) {
ODCpg(Fanout) = ODC(Primary Output) if given,

= ( otherwise;

/* Fanout is input of a LoadingModule */
elsif (LoadingModule is a Steering Module) {
Get ODCpy(Fanout) (Equation 3);
if (TopoOrder(LoadingModule) >
TopoOrder (DrivingModule))
Compute ODCpg(Fanout) (Equations 6 and 7);
else
ODCpg(Fanout) = ODCp(Fanout);
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considered in order to decide its scope and applicability. These
are discussed in the next two subsections, along with proposals
for design-specific solutions to overcome some of them.

A. Overheads

Throughout the derivation of control-signal gating in
Section I, tradeoffs were made to keep the overhead of
the technique to a minimum. Gates are added in the control-
logic unit for generation of ODg’s and gated control signals,

and some control logic is duplicated in order to preserve the

sios Emdinwodule is a computational module with functior_lality of f:_:mouts Iegving ff':min cones _of multiplexer
* N outputs ComOut,,...,ComQuty */ select lines, as discussed in Section IlI-D. This comprises the

foreach ComOutl; (1 =1,2,..., N) . ;. L .
ODCg(Fanout) &= ComputeBusODC(ComOut; , LoadingModule); ~ area overhead and also results in additional power dissipation

in control logic.

There are extra fanouts added to control signals to generate
the ODGs of buses. This could slow down the control signals
and increase short-circuit power due to slower rise and fall
transitions on these signals.

An extra gate is added in the paths of register and tristate
fanout could have a lower topological order number than thahables. If an enable signal is in the critical path, its fanin
of the driving module. In this case, the OR®f the outputs cone should be reoptimized after adding the gating logic in
of the loading module is not yet computed, and hence it igder to absorb the gating delay into the existing logic. If such
assumed to be zero. This is a conservative simplification treikignal has a lot of other fanouts (such as a microprocessor
gives up some redundant switching activity on the fanout d@tall signal) and is in the critical path, a small amount of logic
to steering modules in the feed-forward path from the loadinfyplication should be considered.
module to the driving module. The ODG; of a bus that is topologically close to the

If the loading module is a computational modulmpute- primary inputs of a datapath is more complex than that of
BusODCis called recursively for each of its outputs. From (4)a bus that is close to the primary outputs, since the fanout
the ODG;s of the fanout is computed as the intersection of ajones grow as we go from primary outputs toward primary
computational module output ODRGs. Similarly, in the outer inputs. In topologically deep datapaths, the QPGf a bus
loop, the ODG; of the bus is computed as the intersection aflose to primary inputs could get quite complex. This provides
all fanout ODG'’s. For registers and multiplexers, the logicabpportunity for maximum removal of unnecessary switching
expression of the ODg«(741) Of the output bus is computedactivity on the bus looking ahead over multiple levels of
from the fanin cone of the corresponding OpComputed by steering logic. However, if the logic for generation of the
ComputeBusODCas described in Section 11I-D. ODCp of such a bus ends up in the critical path, the fanout

cone should be restricted to a smaller size. This can be done
C. Second Pass by traversing backward through the fanout cone of the bus and

The second pass traverses steering modules in the dataf8fRCVing steering modules at the leaves of the cone until the
netlist in increasing topological order, from primary inputs t6€Sulting ODG meets timing constraints.
primary outputs. Depending on the type of steering module
visited, the logic required for gating control signals is comg
. ) . . . Corner Cases
puted using (12). In the netlist of the control-logic unit, new ) ) )
logic is added for generating the gated control signals and bus>ignals that are primary inputs of the chip or are fetched

ODC's, and steering-module control signals are replaced wifigm on-chip memory in the current clock cycle are just-in-
the gated control signals. time signals. It is not possible to find a one-cycle early version

of such a signal.
Control-signal gating uses a one-cycle early version of the

Last. th trol-logi it ds o b thesized ODCpg of register and multiplexer output buses to gate the

ast, the control-logic unit needs 1o be resynthesize E%ntrol—signal inputs of those modules. It is not possible to
optimize and map control-signal gating logic along with th enerate the ODg one cycle early if its fanin cone depends
rest of the unit. Timing analysis should be performed to ma

that timi traint ¢ aft Vi ; a just-in-time signal. Hence the ODC of the primary output
ziugrr?al gaatirl1rgmg constraints are met atter applying controg. y,q ODG,; of the steering module input that depends on a

just-in-time signal is assumed to be zero when computing the
ODCjg of a register or a multiplexer output. This case is more
likely to occur in a datapath with a pipeline of registers.
While applying control-signal gating to a datapath, the Example 10: For aP-stage pipeline of registers, the register
overheads and corner cases of the technique need toebable of the first register in the pipeline would have to be

}
ODCp(OutputBus) &= ODCg(Fanout);

}
return(ODCp(OutputBus)) ;

Fig. 9. Pseudocode for computing bus ODC.

D. Postprocessing

V. OVERHEADS AND CORNER CASES
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TABLE |
POwER SavINGs WITH CONTROL-SIGNAL GATING

Benchmarks Switching | Dyn. Switching Power (W)

Name l Runtime | Occupancy | Reduction | Ungated ] Gated ] Reduction
ProtcolProc | 212,798 16.2 21.8% 3.0 2.3 22.1%
Sumup 7,312 19.1 19.9% 3.8 3.0 20.8%
Saxpy 10,016 20.3 24.97% 3.7 2.8 25.0%
QuickSort 23,388 28.1 37.1% 4.3 2.8 35.7%
Sparse 30,710 40.8 36.1% 6.5 4.3 33.8%
BubbleSort 98,680 46.36 24.3% 6.8 5.3 22.2%

gated by a P — 1)-cycles early version of the output ORC Hence, the ODC'’s of both output buses were assumed to be
of the last register. Zero.

If the fanin cone of a multiplexer select line contains a just- Dynamic switching power was estimated using (13), where
in-time signal, it cannot be gated to remain unchanged wh&fhp, is the power-supply voltage anfdis the clock frequency.
the ODGs of the multiplexer output iFrue This can be fixed For a design withV nodes,C; is the capacitive loading and
by inserting an enabled transparent latch in the path of the is the switching activity on node
just-in-time signal going to the fanin cone. If enabled latches N
are not present in the library, or if placing a latch causes the :
corresponding select line to end up in the critical path, the P =Vip x f <Z Ci X O”) (13)
select lines of that multiplexer should not be gated. =t

Another scenario is when an input bus of a multiplexerhe power supply for our design was 3.3 V, and the clock
is just-in-time or its switching activity cannot be stoppedrequency was 100 MHz. Benchmark programs were run on
by control-signal gating. Applying control-signal gating tahe structural RT-level netlist of PP. Capacitive loading on
the multiplexer select lines would be worthwhile in a wideach node was extracted from the chip layout. The capacitive
datapath if switching activity on at least one input bus of theading of new nodes added by control-signal gating was
multiplexer could be controlled. If none of the input buses castimated after resynthesizing the control logic. Node toggle
be controlled by control-signal gating, the select lines of thabunt, the number of clock cycles in which a node toggles
multiplexer should not be gated. during a benchmark run, was collected for each node in

If the fanout of a bus drives a control input of a steeringoth control and datapath units. For each benchmark run, the
module, it should be disconnected for the purpose of derivisgvitching activity ¢) of a node was calculated using (14)

gated control signals to preserve the assumption that there
Node Toggle Count

are no data-dependent control signals. Such a fanout should o= _ ) (14)
be assumed to have zero OpCand the steering module Total Clock Cycles in Benchmark
controlled by it should be treated as a computational module.

B. Results

Table | shows results of running five integer benchmarks
and a multiprocessor protocol test on PP. ProtocolProc runs a
i cache-coherent multiprocessor memory protocol. Sumup adds
A. Experimental Setup elements of an array of 100 integers. Saxpy multiplies such

The protocol processor (PP) of the MAGIC chip designeain array by a constant and adds that with another array.
by the FLASH multiprocessor team [17] formed the basi®uickSort and BubbleSort sort the elements of such arrays.
of our experiments. The PP is a two-way superscalar RISparse adds the sum of each row of a 2064 matrix
microprocessor, designed in a Q.5 CMOS technology. to each element in the row. The second column shows the
Control-signal gating was applied to one of the two integeuntime of each program in number of clock cycles. The
execution units of PP: the BExecuteUnit, which consists dird column shows the occupancy of BExecuteUnit, which
control logic and datapath. The area of the control secti@g the percentage of clock cycles in which BExecuteUnit is
is 0.37 mnt with approximately 1.6 K transistors, and theexecuting instructions. The benchmarks are listed in order
datapath is 3.3 mfwith approximately 45 K transistors.  of increasing occupancy. Higher occupancy causes higher

The datapath of BExecuteUnit is 64 bits wide, with threswitching activity on internal buses in the BExecuteUnit, po-
input and two output buses, seven computational modules aedtially resulting in more conditions of unnecessary switching
11 steering modules. Gated control signals were generateddotivity that can be saved by control-signal gating. The fourth
three registers and a multiplexer that drive four internal buseslumn gives percentage net reduction in the total switching
IBus, TBus SBus and RBus The remaining seven steeringactivity after applying control-signal gating, which accounts
modules drive the two output buses. One of the output budes reduced switching activity in the datapath and increased
drives flip-flops without enables in a state machine, and tlaetivity in the control logic. The next two columns give
other output bus has an ODC that depends on the value of tymamic switching power dissipation in watts in the original
instruction that is not yet fetched from the instruction cachéungated) netlist and the (gated) netlist after applying control-

VI. EXPERIMENTAL SETUP AND RESULTS
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120 q TABLE 1l

]
E‘”“‘VS“’” AREA OVERHEAD IN CONTROL-LOGIC UNIT
Add

100 1 Shift I UnGated I Gated | % Overhead
%0 Cells 217 225 3.7
Nets 162 171 5.6
60 Total Area 2206 2301 4.3

40
switching activity on the internal buses. The majority of the

unnecessary switching activity is onBus only since the
instruction profile of these benchmarks in Fig. 10 is dominated
! by Load/Store instructions. This results in a high reduction in
switching activity onTBusin Fig. 11 but overall low power
savings in Table I.
QuickSort and Sparse have a higher occupancy, and evenly
distributed instruction profiles in Fig. 10. This gives many
conditions of redundant switching activity, resulting in a
100 7 © TBus significant reduction in switching activity on all four buses in
. # 1Bus Fig. 11. Therefore, these benchmarks give high power savings
CJRBus in Table I.
B SBus BubbleSort also has a high occupancy of the execute unit,
but its instruction profile is strongly dominated by Add instruc-
tions in Fig. 10. This leaves very little avenue for reducing
unnecessary switching activity @Bus TBus andRBus Even
though low occurrence of Load/Store instructions results in
high reduction in switching activity ofBus in Fig. 11, the
overall power saving is low in Table I.
Table Il shows the area overhead. The area was com-
N S @ F & ¢ pared from synthesis area estimates before and after applying
T K control-signal gating. Control-signal gating added only a few
gates and nets, resulting in less than 5% increase in the area
of the control-logic unit. Since the size of the control logic is
10% the size of the datapath, this overhead is insignificant.
signal gating. The last column gives the percentage reductiorEnable signals for the three-input registers had an extra
in dynamic switching power. We get an average of 27.4%ate delay in their path after applying control-signal gating.
reduction in switching activity, resulting in 26.6% averagéfter resynthesis of the control-logic unit, we were able to
reduction in dynamic switching power in the BExecuteUkeep the critical path delays of these signals the same as they
nit. were before control-signal gating was applied.
Fig. 10 shows a profile of BExecuteUnit instructions for
each benchmark, classified into three major categories: Shift,
Add, and Load/Store. The-axis displays the benchmarks and VII. CONCLUSIONS

the y-axis gives the occurrence of each type of instruction as a\\,e have presented a practical method for reducing unnec-
percentage of total BExecuteUnit instructions. Fig. 11 shovggsary switching activity on datapath buses. Control-signal
the percentage reduction in switching activity on each b ting offers minimal area and timing overheads and low
Of the four buses controlled by control-signal gating, Shittomputational cost. This technique is particularly relevant to
instructions useTBus Add instructions us&Bus TBus and  hardware designers, providing a methodology that can be used
RBus and Load/Store instructions usBus IBus andRBUS even without a dedicated tool to take advantage of those
as operands. The total reduction in switching activity in th€ases of redundant switching activity that would be otherwise
datapath reflects the cumulative effect of reduced switchiggmbersome to find in large datapaths. It is easily usable by
activity on these four buses and the resulting reduction i designer to reduce unnecessary power dissipation in the
switching activity in the datapath modules and other busgatapath of their unit, without having to worry about side
in the fanout cones of these buseSBushas very little effects such as clock skew or changes in the datapath layout.
unnecessary switching activity on it because it is used Ihe technique was applied to one of the integer execution
both Add and Load/Store instructions. Hence the amount @fits of a superscalar microprocessor. Results of benchmark
switching activity reduced osBusis consistently low in all simulations on the microprocessor showed an average 26.6%
benchmarks. reduction in dynamic switching power in the execution unit,

ProtocolProc, Sumup, and Saxpy have the lowest BExe@l5% increase in the area of the control logic, and no new
teUnit occupancy, resulting in low occurrence of unnecessasyitical paths.

% BExecuteUnit Instructions

Fig. 10. Profile of instructions in BExecuteUnit.
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Fig. 11. Reduction in switching activity on major buses.
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