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Abstract

Finding disjunctive decompositions is an important tech-
nique to realize compact logic networks. Simple dis-
Junctive decomposition is a basic and useful concept,
that extracts a single-output subblock function whose
input variable set is disjunctive from the other part.
This paper presents a method for finding simple disjuae-
tive decompositions by generating irredundant sum-of-
products forms and applyving factorization. We prove
that all simple disjunctive decompositions can be ex-
tracted in our method, namely, all possible decomposi-
tions are included in the factored logic networks. Ix-
perimental results show that our method can efficiently
extract all the simple disjunctive decompositions of the
large-scale functions. Qur result clarifies the relation-
ship between the functional decomposition method and
the two-level logic factorization method.

1 Introduction

Functional decomposition is a fundamental theory of
logic circuit design and has been studied for long time.
Simnple disjunctive decomposition is a basic and useful
concept in this theory. This decomposition extracts a
single-output subblock function whose input variable set
1s disjunctive from the other part. It is a special case of
decomposition and not always possible for all Boolean
functions. If we find a such decomposition for a given
function, it must be a good choice for optimal design
and we may proceed to the local optimization of each
subblock. Thus, it is a good way to check simple dis-
Junctive decompositions before applying other heuristic
optimization methods. In addition, a simple disjunc-
tive decomposition gives the minimum interconnection
between the two subblocks, so it is also important for
technology mapping and partitioning problems.

Thiere are many studies on the method of finding
simple disjunctive decompositions. At first, a classical
method with a decomposition chart is presenbed[ 10].
In last five years, more efﬁmenl way using a BDD- bd.sed
iplicit deromposmon chart is discussed[6, 11, 12]. Re-
cently, a further powerful algorithiu[5] based on BDD
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traversal without a decomposition chart is proposed.
Currently, functional decomposition technique is at-
tracting a lot of interests from LSI CAD researchers
in connection with FPGA architecture. However, there
have not been any research of this topic with relation
to the two-level logic minimization and factorization
method, which is another popular design method widely
used in comercial tools. In this paper, we propose a
new functional decomposition algorithm that relates the
two different logic design methods. Our result gives a
theoretical backbone to the previous works on the func-
tional decomposition technique.

In our decomposition algorithm, we first generate an
irredundant suin-of-products form for given function,
and then apply factorization. As a result of this synthe-
sis process, we obtain a multi-level logic network that
includes all simple disjunctive decompositions. We can
easily find out all decompositions by traversing the logic
network.

One of the key technique in our method is using
Minato-Morreale algorithm[7] for generating irredun-
dant sum-of-products forms. We show that this algo-
rithin is not only fast but also having an important func-
tional property, which is essential to perform disjunctive
decomposition.

Our discussion and experimental results show that the
two-level logic minimization and factorization method is
strong enough to perform simple disjunctive decomposi-
tions. Ifdhe given function is dominated by simple dis-
junctive decompositions, our method produces a nearly
optimal network and only local improvements remains
in it. It shows a guideline to the choice of logic opti-
mization strategles.

This paper is organized as follows. In Sectlion 2, we
describe the basic concepts. In Section 3 we show out-
line of our decomposition method and describe detailed

algorithms. Experimental results sre shown in Section
4, then we discuss the results. Section 5 concludes this
paper.

2 Definitions and Basic Concepts

A sum-of-products form {SOP for short) is irredundant'
if neither a literal nor a cube can be removed without
changing the function. For example, wyz + ¥ is not ir-
redundant, whereas xz 4 2y 1s irred undau’t. Irredundant
SOPs are very compact in general, but not always min-
imum. They do not provide unique formms of Boolean
functions.
If the function f can be represented as f(X,Y)

g(h(X),Y), then f can be realized by the network shown

in Fig. 1. We call it simple disjunciive decomposttion. It

1Some people call this “prime and irredundant.”
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Figure 1: Simple disjunctive decomposition.

is called “simple” because A is a single-output function
and “digjunctive” because X and Y have no common
variables. We do not consider the trivial cases such that
X consists of only one variable or all the support of f.

A simple disjunctive decomposition does not always
exist in a given function, but if exists, it is considerably
effective for logic optimization.

A function may have more than one simple disjunctive
decompositions. They can be nesting. For example, the
function (a + b)(c + d) + ¢ f has four decompositions as
X = {a,b}, {c,d}, {e, f}, and {a,b,c,d}.

Multiple input logic operations (AND, OR, EXOR)
may produce a number of synumnetric decouipositions.
For example, (a+b+¢) can be decomposed as (¢ +b)+c,
(b4c¢)+a and ((1+()+b n-input logic operation involves
(2" —n—2) sub-decompositions. In this paper, we handle
such decompositions as one group, and extract the full-
merged form to represent such a group. (¢+b+¢) is the
full-merged form of the above example.

Except sub-decompositions of the syminetric groups,
two simple disjunctive decompositions never overlap
each other. For example, X = {a,b,c¢} and {b,c,d}
cannot coexist in the same function. Only nesting is
possible. Therefore, an r-input function can have at
most (n — 2) decompositions, excluding the symumetric
sub-decompositions.

3 Decomposition Algorithins

Figure 2 shows the outline of our decomposition method.
A function is given as a multi-level logic network. We
first construct a BDD for the function, and generate a
single irredundant SOP from the BDD. We then apply
factorization to make a multi-level SOP network. Qur
method guarantees that the result of SOP network in-
cludes all simple disjunctive decompositions. We can
easily find out all decompositions by traversing the net-
work. Notice that the result of the networks are not
unique for a given function if the different variable order-
ings are given, however, anyway the samme set of siinple
disjunctive decompositions are found. Namely, the dif-
ferences of the networks are only inside of the subblocks
of the simple disjunctive decompositions.

Here we show why our method can extract all simple
digjunctive decompositions.

3.1 Required Property in Generating Ir-
redundant SOPs

Consider the function f{X,Y) which has a simple

disjunctive decomposition as f(X,Y) = g(s,Y) and

s = h(X), as shown in Fig. 1. X and Y consist of

BDD construction
{variable ordering;

.

Generating
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Combinational
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Figure 2: Outline of our method.
{r1,.... rixiband {y1, ..., yy| ) respectively. We call s
the substitution variable.

Now we consider the relation between simple disjunc-
tive decomposition and irredundant SOPs. Here isop/
denotes the irredundant SOP for the function f. The
isopd(s.Y') for the function ¢{s,Y) can be factored into
the three parts, as follows.

isopi(s.Y) =
. 7'50}}‘;;(‘)"\ +3 (Y) + isoph(Y), (1)
whe]e isop L isopi-(Y), and HopD(} ) are also irre-
dundant 85}35 not mcludlng.r variable s.

~iso;)‘]

We then replace 5,5 with isop™ (X), zsogﬁ(X), respec-
tively.
0,7) = )
.sop "X - isoph(Y) + isop” (X)) - isopd (V)

+ isoph (Y). (2)
Theorem 3.1 An  SOP obtained by expanding
isopd(isop"(X).Y) is an irredundant SOP for f(X,Y).
(Example)

zsop"(mop (X

isop™ (X)) = wywo + Fruog + 3 I3,
isopd (.Y ) =5 J1 + 5 Yo,
isop? (isop™ (X).Y) =
Tiray + 1113 1+ T2 T3y + 212202
+ Trwgys + T3 Tzys (— wredundant SOP)  (3)
Theorem 3.1 indicates that an irredundant SOP
isop’ (X,Y) can be obtained from isop¥(s,Y), isop™ (X ),
and isop"(X).  We then consider the reverse pro-
cess to extract isop®(X), isop™(X), and g(s,Y) from
isop! (X,Y).
For example, the literals y; and y, appear more than
once in the last SOP, so they can be factored as:

isop! (X,Y) = (z122 + Fas + T3 T3) i
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+ (x1xo + Traz + T2T3) Yoo

Here, the expression (wy2s + T1wg 4+ Ty T3) reveals as a
common cofactor of y; and y», and finally we can obtain
(r129 + Trag + T3 T3)(y1 + y2). In this way, we can
extract the decomposition function.

However, this is not always possible because the irre-
dundant SOPs are not unique for a given function. For
example, the same function can be represented as:

isop’ (X,Y) = zy2ay + Frasp + 75
F Loy + Takgys + Ty Toys + Ty T3l,
and this is also an irredundant form. In this case, we can-
not identify the decomposition function h(.X') because
the cofactors of y; and y» are not identical.

From this observation, we can see that the following
condition is required for extracting simple disjunctive
decompositions.

Condition 3.1 (Uniforimity of factors)

The decomposttion function h(X) must be represenied
uniguely as isop"(X) or isop”(.X) in disop/ (X,Y), as
shown in FEqn. 2. More exactly, for any assignment
{0,1} to each y; € Y. isop! (X.Y) must be reduced o

one of the four expressions: 0, 1, isop” (X)), orisop™( V).

If we can generate an irredundant SOP isop/ (X, Y) that

satisfies this coudition, isop®(X) and isop”(.X) can be
factored uniquely from isop! (X, ¥).

3.2 Minato-Morreale Algorithm

Minimization or optimization of SOPs has extensively
been studied for long time. Recently, Minato[7] devel-
oped a quite fast algorithm for generating an irredun-
dant SOP directly from a given BDD. This algorithm is
based oun recursive operator shown by Morreale[9], and
we call it Minato-Morreale algorithm. This algorithn is
based on the recursive expansion respect to each input
variable, and generates a unique SOP form under a fixed
variable ordering. The detailed algorithim is described in
Appendix.

The following theorem is the main contribution of this
paper.

Theorem 3.2 If a given function has ¢ simple disjunc-
tive decomposition as f(X,Y) = g(h(X),Y), Minato-
Morreale algorithm satisfies Condition 3.1 for any one
fized variable ordering.
(Proof) See Appendur.
(Example) Minato-Morreale algorithm generates the
following different SOPs for the same function shown
in Section 4.1 with the different variable orderings, and
both SOPs satisfy the Condilion 3.1.
variable order (1Y xoya3):
T1 T3 + Ty + YiLary + YiTars
+ ®1y2T3 + Trysx3 + xoyzrs +
variable order (yaxax1y123):
royrz3 + Ty ®z + 11T + Tryaes
+ Ya2¥s + Y2 T2 T3+ Yar1 Ty + Yoriry.

Theorem 3.2 shows that a simple disjunctive decom-
position can be extracted by factoring the SOP gener-
ated by Minato-Morreale algorithm. It is iinportant that
the theorem stands for any fixed variable ordering, so

we do not have to determine the partition {X, Y} be-
forehand. 1f more than one simple disjunctive decom-
positions are involved in a given function, the theorem
stands for each decomposition, and all decompositions
can be extracted by one sequence of factorings.

Irredundant SOPs can also be obtained by other al-
gorithms, such as ESPRESSO[2] or sunplify command
in SIS[3], however, those algorithms do not satisfy the
Condition 3.1. Thus they cannct be used for extracting
simple digjunctive decompositions.

3.3 Factorization of SOPs

Next we confirm that all simple disjunctive decomposi-
tions can be extracted by one sequence of factorization.
Here we consider the following three cases.

1. The subblock corresponding to isop” directly con-
nects to the OR gate of the other part (Fig. 3(a)).
In this case, no factoring is needed since isop” is
just a subset of isop’ | and possibly it can be a sub-
decomposition of the symimetric group.

2. The subblock corresponding to isop” connects to

only one AND gate of the other part (Fig. 3(b)).
In this case, if isop” consists of only one cube, no
factoring is needed similarly to Case 1.
If isop” has multiple cubes, the cofactor cube (i.e.
cube*) appears more than once in isop! | along with
each cube of isop”. Therefore, isop® can be ex-
tracted by factoring a common literal set included
in multiple cubes of isop’ .

3. The subblock corresponding to isop” fan-outs to
more than one AND gates of the other part
(Fig. 3(¢)).

In this case, if isop” consists of only one cube, it
can be identified as a common literal set included
in multiple cubes of isop’ .

If isop” has multiple cubes, the each cofactor cube
(i.e. cubel*®, cube2* .. .) appears more than once in
isop!, along with each cube of isop”. Since isop” is
represented uniquely in the SOP, it can be merged
into one block i the factorization process.

We discussed here isop™ only, but isop® can also be ex-
tracted similarly.

From this consideration, we can see that isop” and

isop” can eventually be extracted by repeating factoriza-
tion ol a common literal set. The important point here
is that we do not need a information of partition {X, ¥}
in factorization process. This impliss that, if more than
one simple disjunctive decompositions are involved in a
given function, all of them are factored simultaneously
1n one sequence of factorizations. Notice that we need to
traverse the SOP network to know where and how many
simple disjunctive decompositions have been captured.
In the factorization process, ZBDD-based implicit
SOP representation is also useful to perform factoriza-
tion. Using a fast division algorithm[8], the computation
time 1s almost linear with the size of ZBDDs, and 1t does
not depend on the number of cubes or literals in SOPs.
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(a) Direct connection to OR. gate.

(b) Single fan-out to AND gate.

{¢) Multiple fan-outs to AND gates.

Figure 3: Classification of simple disjunctive decompositions.
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Figure 4: Unification of complement subfunctions.

3.4 Unification of complement subfunc-
tions

Now we have isop” (X) and isop” (X) extracted by fac-
torization, as shown in Fig. 4(a). Obviously they share
no comuion cubes each other. 1f we use a pure algebraic
factorization, v and ¥ are regarded as a different hiterals,
and thus isop (X)) and isop” (X ) are factored separately.
This result is not a “simple™ decomposition vet. Tn order
to combine them into one, we use the complement sub-
functions in the factorization process, as Fig. 4(b). For
example, f = @b+ Tc+ab T can be factored using a com-
plement subfunctions as f = @s+a3, s = b+c, (5=07).
This is a really “simple™ decomposition.

When the subfunction includes substitution variables,
we should be careful to make a complement subfunction.
Here we show a typical example.

f=as3+7absy+a 57,

s1=c+d, sy=¢T+d,
If we make just a complement of s3, then 535 = bso—+ 3780
cannot be used for factorization any more. However,
53 can also be represented as bsy + 57, and then we
find further factoring as f = as3 + @ 53, which corre-
sponds to a simple disjunctive decomposition of f. The
problem is that Minato-Morreale algorithim guarantees
unique forms of subfunctions if they represented with
primary inputs. This property is broken when substi-
tute variables are included.

To solve this problem, we re-construct a BDD of the
complement subfunction with primary input variables
only, and then generate irredundant SOPs by Minato-
Morreale algorithm. After that we try factoring the
SOP with all existing subfunctions in a fixed order. We
maintain a list of all subfunctions and their complement
which are extracted in the factorization process. In this

s3 = bs1 + 53,

j
e —
S R e
Xl_.
X » — f1(X,Y)
o | £2(X,Y)
y P Ry
Yoy —| — fm(X.Y)

Figure 5: Simple disjunctive decomposition of a multi-
output function.

way, we can keep the uniqueness of comiplement subfunc-
tions.

Unification of complement subfunctions enables us
to extract the decompositions with EXOR gates. If a
function is decomposable with an EXOR gate, the sub-
expressions such as (hyha+hyiha) or (hirho+hy hs) must
be found in the factored SOP network. We detect those
sub-expressions by pattern matching, and replace them
with two-input EXOR gates. If the function involves
multi-input, EXOR functions, they must be factored as
a cascade of two-lnput gates. For example, the three-bit
parity function f = zyz + 2y T+ TyT + T ¥z can be
factored as f = 15 + T3, 5 = y2+ 7y 7. We replace
them as f =7 = s, = z

5 z, and merge them into
f=rsyscz
3.5 Extension to Multi-Output Func-

tions

Our decomposition method can be extended to multi-
output functions. We define simple disjunctive decom-
position of multi-output function ag shown in Fig. 5.
If such a decomposition exists, each output function
Se(X,Y) must have a same decomposition with h(.X),
unless f; is irrelevant to X. Thus, we perform Minato-
Morreale algorithm for each fi with a same variable or-
dering, and then apply factorization all together. A di-
visor extracted from f; is used not only for f;, but also
for all other outputs. In this way, all existing common
divisors are factored, and all simple disjunctive decom-
positions are exploited.

One different point is that the fan-out free gates in
single output decomposition may have a new fan-out be-
tween the different output functions, and then need ad-
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Table 1: Experimental results.

circuit SDD-opt Sawada)

name in outf| Ht. lit. SDD time' || time?

(ISOP)(final) (sec) || (sec)

apex| (a]]) 45 45 3646 2434 1 590 -
apexl(po23) 39 1 550 293 2 1.8 || > 1000
apex2(all) 39 3| 3439 272 5 5.9 -
apex‘_’(po]) 36 1 1496 114 6 0.8 >1000
apex3(all) 54 50| 3898 2212 0 44.3 -
apex3(po8) 45 1 506 334 3 2.1 |4 >1000
apexﬁ(all) 135 99 3928 1031 L 13.1 -
apex6{po3) 24 1 187 55 4 0.4 | 426.44
apex7(all) 49 37| 1296 265 0 1.7 -
apex7(po4) 24 1 219 48 5 0.2 1.31
c432(all) 36 T7[|778064 1513 O 4154 -
«432(pol) 18 1 18 1810 0.0 -
c880(po24) 45  1||789137 XX X I >1000
(1a.lu(p0 ’) 47 1 1930 136 5 0.8 34.206
frg2(all) 1431394 25369 10306 1 19.2 -
frg2(pol35) 25 1 433 47 10 0.9 0.80
seq(all) 41 35| 12682 2498 1 67.8 -
seq(po6) 38 1 1400 279 4 2.2 || >1000
toodarge(pol)36 1| 1496 115 6 Lo |l >1000
vda(pol5) 17 1 183 103 0 0.5 20.26

1: SUN Ultra 30, # SUN Ultra 1, cited from f12].
x: Memory out. (> 4M BDD nodes)

ditional factorization. For example, eachi single output
function f; = xy2s23 + 11 and fo = 22273 + ¥» do not
need factorization, but if they are regarded as a multi-
output function, the common literal set a2 should be
factored. We added the procedure to check the common
literal sets between multi-output functions.

4 Experimental Results

Based on the above method, we implemented a multi-
level logic optimizer “SDD-opt,” which extracts all sin-
ple disjunctive decompositions. BDD and ZBDD-based
symbolic manipulation techniques[8] support fast execu-
tion for large-scale functions.

Table 1 shows experimental results for the circuits
chosen from MCNC’91 benchmark. In this table, the col-
umn “lit.(ISOP)” shows the number of literals incladed
in the irredundant SOP, generated by Minato-Morreale
algorithm. “lit.(final)” is the total number of literals in
the factored SOP network. The column “SDD” shows
the number of simple disjunctive decompositions which
are found in the final network. If the cirenit has multiple
primary outputs, we count the common decompositions
for the multiple-output function. We compared our re-
sults with the restricted exhaustive search method by
Sawada et al.[12], which also reported the number of all
sitnple disjunctive decompositions?®.

The experimental results show that SDD-opt can ex-
tract and enumerate all simple disjunctive decomposi-
tions of the large-scale functions. We can see that our
approach is practicable and efficient for extracting sim-
ple digjunctive decompositions.

Figure 6 shows the decomposition results for some se-
lected examples. These lists indicate the partitions of

2LODEJ5] is the latest previous work, but here we conld not
compare directly because the experiment in [5] enumerates the

number of decomposable primary outputs, not the number of all
decompositions,

apex6(po3): x74 [x28 x29 x38 x73 x75 x76 x80 x81
x92 x93 x84 x110 (x90 x91 [x33 x34 x35 x36 x87
x88 x89]) [x85 x86]]

apex7(pod): x28 [x16 [x31 x32 x42 [x2 x3 x4 x5
x6 x7 x10 x11 x12] (x39 x40 x41) (x43 x44 x45
x46 x47 x48 x49)1]

frg2(po135): (x41 x43 x58 [x139 (x140 x143 [x59
x60 x61 x62 x63 [x44 x49] [x45 x50] [x46 x51]
[x47 x52] [x48 x53]] (x134 x135 x136 x137))1)

seq(po6): (x8 x33 x34 [x1 x2 x3 x4 x5 x6 x10
x12 x13 x14 x15 x16 x17 x18 x19 x20 x22 x23 x24
x25 x29 x30 x31 x32 x35 x36 x37 x38 x39 x40 x41i
[x11 x28] [x26 x271])

too_large(ll)o x28 [x1 x2 x3 x8 x9 x10 x11 x13
x14 x15 x17 x20 x21 x22 x23 x24 x25 x26 x29 x30
x31 x32 x33 x34 x35 x36 [[x4 x18] [x12 x19]] (x5
x6 x7) [x16 x271]

Figure 6: Decomposition results.

Table 2: Comparisons with other optimizers.

circuit original {inal Titerals
name in_out Jiterals [LODET SIST BDDopt

9syminl 9 I 277 76| 223 104
CMi150 21 1 77 47 | 51 62
PARITY 16 1 60 60 60 60
alu2 10 6 453 354 | 357 557
cmb 16 4 62 36 51 33
f51m 8 8 169 98 91 185
lal 26019 221 134 | 105 112
mux 21 1 92 47 51 62
term | 34 10 624 165 197 147
tt2 24 21 341 258 1 216 223
51494 14 25 | 1393 793 | 661 816
s298 17 20 244 146 | 114 167
8526 24 27 445 257 191 238
5832 23 24 769 431 | 35 400

7 Cited from [5]-

primary inputs corresponding to the simple disjunctive
decompositions. The bracket [ 1 denotes an ordinary
decomposition, and the parenthesis () denotes a sym-
metiric group of decompositions. For example, (a b ¢)
implies [[a ©] <], [[a ¢ vl, and [[b <] al. SDD-
opt displays such a structural information after factor-
ization. It is a useful information for analyzing function-
ality of the circuit, and can be utilized for technology
mapping and circuit partitioning.

Not only finding simple disjunctive decompositions,
SDD-opt gives a compact multi-level logic network for a
given function. We compared the number of literals in
final SOP networks with other optimizers LODE[5] and
SIS[3]. LODE also exploits simple disjunctive decomn-
postitions based on BDD manipulation. Table 2 shows
that our results are sometimes better and sometimes
worse. SDD-opt guarantees to extract all simple disjunc-
tive decompositions, but if the function is dominated by
other non-simple or non-disjunctive decompositions, fur-
ther optimization might be possible. Anyway, our results
show that SOP-based factorization is strong enough to
make a “first version” of compact network before apply-
ing more intensive optimization.

Lastly, we show an example where our method is very
effective. As shown in Fig. 7, an n-hit adder has a simple
disjunctive decomposition on each digit. SDD-opt can
extract those decomposition points independently of the

initial netwerk structure, and thus & nearly minimaam
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Figure 7: Decomposition of an n-bit adder.

design can be obtained.

5 Conclusion

In this paper, we presented a method to extract all sim-
ple disjunctive decompositions by generating irredun-
dant SOPs and applying factorization. The experimen-
tal results show that we can quickly generate the multi-
level SOP networks including all possible simple disjunc-
tive decompositions.

Minato-Morreale algorithm has an nuportant feature
that the simple disjun(:tive decompositions are uniquely
factored in the result of SOPs. Other SOP minimization
algorithms, such as FSPRESSO[2], does not guarantee
this uniformity.

Through out the discussion, we clarified the relation-
ship between SOP-based factorization and functional de-
composition. We can conclude that two-level logic mini-
mization and factorization can be strong enough to per-
form simple disjunctive decompositiou. In other words,
the result of factorization will not be remarkably im-
proved by any other strong optimization methods wheun
the function is dominated by simple digjunctive decomn-
positions.  Thus, our result shows a guideline to the
choice of logic optimization strategies.

As future work, it will be Important to explore the
techniques of non- smlple or non-disjunctive decomposi-
tion.
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Appendix

(Minato-Morreale Algorithm)
GetISOPIfIX i /* f(X): {0, 1}" — {0.1.d}*/
if (f{X) always returns 0 or d) isop — 0
else if (fi X tsop — 1
else {
r — one of variable in X
= choose top variable in BDD. */
N — f(Xo) /X' =X —{e}. ¥/
fol Xy — FIX]20) /* f1, Jo are cofactors of f. */
i [ ALY = 1) A (fo(X) #0)
fAiX ,I—I X herwi
Jit.x 1 otherwise
* f» must be covered by cubes with v. */
isopp — GetISOP(fp(X")

Ix

"1 always returns 1| or d)

generates 1sopp recursively. */
e d U (folXY=1)A

otherwise
™ fx must be covered by cubes with ¥, */
— GelSOP(fv(X"))

/™ generates i1sopx recursively. */

d
XY — X .
S { G

(J1(X7) #0)

1’ S0P

if already covered by isopp
otherwise

v d if already covered by isopx
Joted foi X"} otherwise

0 (X)) =0V (f(X) =0)
folN —q d (X)) =d) A {fe(X') =d)

1 otherwise
/* fz must be covered by cubes without v, 7. */
tsopr — GetISOP(fp(X")
* generates isopp recursively. */
tsopx + tsopp

/
isop — @ -
}

return isop

1sopp + 7T

(Proof of Theorem 3.2)  The function f can be rep-
resented with a decomposition chart, as shown in Fig. §.
Since f1s simple disjunctive de(ompowble each column
£1.090 oo enin = 2V of this chart must fall into one of
the four funcriens: h(,‘i'),f—l(.\f),(), and 1.

We assume the variable ordering x1,u,...,2)x
for X, and Yi,Yz, - Yy for V. In  general,
the two orderings are interleaved, for example,

(1,22, Y1, %3, Y2, Y3, L4, .-.). Thus we should consider
all cases related to the order of the variables.
1.In  case of the variable ordering as

(1, X Y, - YY)
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Figure 9: Expansion of f by x;.

When we expand f by a variable in X, each col-
umn ¢, of the decomposition chart is expanded in-
dependently, and three sub-functions are generated
as shown in Fig. 9. After expanding by all the vari-
ables in X, each column yields one of the SOPs

isop"(X), isopF(X), 0, or 1. We then expand it by

the variables in Y. Some of the variables in Y are
appended to the SOPs and finally they combined

into one SOP. Thus, the decomposition function
h(X) and its complement are represented uniquely
as in Equation 2.

. Next, we consider an interleaved ordering as

(z1,...,%, Y, Tigi,-- 81X Y1 Yied,
.Uj+1s---7y|Y|) :

When we expand f by a variables in {21,...,2;},
each column ¢ of the decomposition chart 1s ex-
panded independently, and three sub-functions are
generated as shown in Fig. 9. After expanding by
all the variables in {x1,...,2;} each column of sub-

function contains one of functions h*(X), h*(X), 0
or 1, where h*(X) and h*( X) are the sub-function of

h(X), h(X), obtained by the previous expansions.

Next, we expand it by y;. As shown in the descrip-
tion of Minato-Morreale algorithm, we divide the
function f into two cofactors f; and fy, by assign-
ing y; = 1,0. In this process, the decomposition
chart is divided into two parts, as shown in Fig. 10.
For computing sub-function fp, fi, and fp, each
corresponding columns in f; and fp are processed
independently. We consider all possible combina-
tions of fy and f; from the four functions A*(X),

h*(X), 0 and 1. In Fig. 11, we list all the combina-

tions and their results (eycepf symmetric (:Asg,c),

fo f4
Y
X 00.0 serrees 01.1010.0  +evunns 1.1
00..0
TG Cof e Crv2l Cudiy |eveer C
1.1

Figure 10: Expansion of f by y;.
fH hllp fv Jp
0 0

I h* 0
AY 1 0 1 h*
h* R* |0 0 h*
h* h* | A h* D
0 0 0 0 0
1 0 1 0 0
1 1 0 0 1

Figure 11: Combination of f1, fo and fp, fw, fp.

For all possible combinations of f; and fg, no new
sub-functions are produced in fp, fx, and fp. Af-
ter the expansion by y;, each column containing

h*(X) or h*(X) are followed by the expansions
by {®i4i,.-.,xx|}. Thus, interleaving y; in X
does not disturb the generation of isop"(X) and

isop™(X). The uniformity of decomposition func-
tion A(X) and its complement are kept also for this
variable ordering.

By considering different interleaving of variables, we
can produce any variable ordering. Thus, Minato-
Morreale algorithm guarantees the uniformity of decom-
position function A(X ) and its complement, for any fixed
variable ordering. O
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