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Abstract

With technology scaling reaching the fundamental limits of Si-CMOS in the

near future, the semiconductor industry is in quest for innovation from various

disciplines of integrated circuit (IC) design. At a fundamental level, technology

forms the main driver for innovation, where emerging nanotechnologies based

on new transistor material are being investigated. For instance technologies

based on nanowires and nanotubes are promising contenders for Si-CMOS due

to their high energy efficiency and improved channel properties. The second

driver for innovation in IC design is three dimensional (3D) integration. 3D

technologies are proven to be cost effective and are being adopted by all the

leading fabs. One key driver for the future of IC design is the shift in the

design paradigm. Computing paradigms based on new capabilities offered by

nanodevices open up new venues for innovation in the field of IC design.

This thesis aims at bridging paths between technology and design for

exploring new nanotechnologies. This thesis is organized across three different

nanotechnologies with an aim to provide novel circuits, architectures and

design methodologies in order to leverage the new capabilities offered by these

technologies. The considered nanotechnologies are: 3D monolithic integration
(3DMI), Silicon nanowire FET (SiNWFET), and Carbon nanotube FET
(CNFET). The novelty and contributions of this thesis consists of proposing

design methodologies and developing computer aided design (CAD) tools for

these nanotechnologies by taking into account the technology constraints.

This thesis has an interdisciplinary vision involving process, design and

CAD for emerging nanotechnologies. In the first part of the thesis, a physi-

cal design tool (CELONCEL) is developed for ultra fine-grain 3DMI circuits,

whereby the main aim is to evaluate the performance of 3DMI technology for

ASIC design. The second part of the thesis deals with layout technique for

double-gate silicon nanowire FET (DG-SiNWFET) when applied to ambipo-

lar logic circuits. Novel layout synthesis algorithm is proposed for complex

Boolean functions with embedded XOR/XNOR functionality. In the final

part of the thesis, robust design techniques for CNFET circuits are presented,

whereby the goal is to improve the yield while considering CNT imperfections.
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ii Abstract

Two layout techniques are proposed which take into account mispositioned-

immune CNTs and CNT-correlation. For the first time CNFET circuits are

benchmarked at a system-level with their respective CMOS counterparts.

Keywords:

nanotechnology, emerging, 3D monolithic integration, silicon nanowires, car-

bon nanotubes, design, process, layout, ambipolarity, robust design techniques,

placement, physical design, synthesis, algorithms.



Résumé

Avec la future atteinte des limites fondamentales de la technologie Si-CMOS,

l’industrie des semi-conducteurs est en quête d’innovations dans les différentes

disciplines se rattachant à la conception de circuits intégrés (CI). De manière

générale, le moteur principal et fondamental de l’innovation est la technologie.

En particulier, des nanotechnologies émergeantes, basées sur de nouvelles

structures de transistor, sont étudiées. Par exemple, les technologies faisant

appel aux nanofils et nanotubes sont des sérieuses prétendantes au remplace-

ment de la technologie Si-CMOS, du fait de leur haute efficacité énergétique

et de leurs propriétés de canal améliorées. Le second moteur de l’innovation

dans le domaine de la conception des CIs est l’intégration tridimensionnelle
(3D). Les technologies 3D sont rentables et sont en passe d’être adoptées par

les principaux acteurs industriels. Un des moteurs clés pour la conception des

CIs est l’adoption de nouveaux paradigmes de conception. Ces paradigmes,

qui sont basés sur les possibilités offertes par ces nanotechnologies, offrent de

nouvelles voies dans le domaine de la conception des CI.

Cette thèse vise à explorer les nouvelles nanotechnologies en en faisant le

lien avec la conception de circuits. Cette thèse est articulée autour de trois

nanotechnologies différentes, dans l’objectif de proposer de nouveaux circuits,

de nouvelles architectures et méthodes de conception, tout en s’appuyant

sur les possibilités offertes par ces technologies. Les nanotechnologies con-

sidérées: l’intégration 3D monolithique (3D monolithic integration - 3DMI),

les transistors à nanofils silicium (Silicon nanowire FET - SiNWFET) et

les transistors à nanotubes de carbone (Carbon nanotube FET -CNFET).

Les nouveautés et contributions de cette thèse se résument à proposer des

méthodes de conception et à développer des outils de conception assisté par

ordinateur (computer aided design - CAD) intégrant les contraintes inhérentes

à ces technologies.

Cette thèse a une portée interdisciplinaire, incorporant le processus de

fabrication, la conception et les outils de CAD pour ces nouvelles nan-

otechnologies. En effet, les outils de conceptions qui sont présentés dans

cette thèse ont été mis au point en étroite collaboration avec les contraintes
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technologiques. Dans la première partie de la thèse, un outil de conception

physique bas niveau (CELONCEL) pour des circuits 3DMI est présenté,

offrant la possibilité d’évaluer les performances de cette technologie dans le

contexte de la conception d’ICs. La seconde partie de la thèse est dédiée

aux techniques de layout pour les SiNWFET à double grille (DG-SiNWFET)

dans le cadre de leur application aux circuits ambipolaires. De nouveaux

algorithmes permettant l’automatisation du dessin de fonctions booléennes

complexes incluant le support des fonctions XOR/XNOR sont également

présentés. Dans la partie finale de la thèse, des techniques robustes de concep-

tion pour des circuits à base de CNTFETs sont proposées, avec pour objectif

d’améliorer le rendement de fabrication en considerant les imperfections dues

aux CNTs. Deux techniques de layout intégrant le mauvais positionnement

des CNTs et leur CNT-correlation sont détaillées. Pour la première fois,

une evaluation au niveau système entre des circuits CMOS et CNTFET est

proposée.

Keywords:

nanotechnologies, 3D monolithique, nanofils silicium, nanotubes de carbone,

conception pour des circuits, layout, ambipolaires, techniques robustes de con-

ception, placement, conception physique, synthèse, algorithmes.
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Introduction 1
For the last five decades, transistor scaling has been the primary workhorse
leading to stellar advancement of modern electronic systems. An empirical
observation by Gordon E. Moore on the exponential growth in the number of
transistors per die every year [1] has become the mission statement, providing
timeline for innovation, to the semiconductor industry. With technology
scaling, the performance of the transistor continuously improved, which
resulted in reduction of the overall cost. However, ever since the process
technology has moved to nanometric regime (i.e. for physical gate length
below 100 nm), several challenges have cropped up, such as short channel
effects, increase in device parasitics and gate leakage current.

Despite these challenges, transistor scaling continued with timely innova-
tion of the age old Si-transistor. For instance, in order to improve the mobility
of the device, strain in the silicon channel was introduced with embedded
Silicon Germanium and strained Silicon Nitride for 90nm and 65nm nodes
[2, 3]. High-k metal-gate technology is incorporated at 45nm and 32nm
node in order to combat the problem of gate leakage current [4, 5, 6, 7], and
FinFET technology is introduced at 22nm node to improve the electrostatic
control of the channel [8, 9]. State of the art fabrication technology has gate
length in the range of few tens of nanometers [10]. Scaling down to such small
geometries, we are approaching the fundamental limits of planar Si-CMOS.

In order to continue the trend dictated by Moore’s law, while addressing
the key challenges posed by planar CMOS, the semiconductor industry is
in a quest for innovation from various disciplines of integrated circuit (IC)
design. Firstly, the focus is on identifying new materials and devices that
can potentially replace the traditional Si transistor. This involves emerging
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2 Introduction

nanotechnologies based on advanced-CMOS approaches, which consists
of new channel materials and multigate fully depleted device structures;
and beyond-CMOS approaches based on carbon electronics, single electron
devices, spintronics, and molecular computing. Secondly, the focus is on
a paradigm shift towards heterogeneous integration with More than Moore
(MtM), where the emphasis is on realizing the complete system (comprising of
both the digital and non-digital functionalities like analog, RF, sensors..etc)
in a power efficient manner [11]. Three dimensional (3D) integration is a key
solution offering cost-effective fabrication of MtM products [12]. Thirdly, the
focus is on finding new computing paradigms that can leverage on the new
capabilities offered by emerging nanotechnologies.

While all the three paths are being explored independently, this thesis
aims at bridging paths between technology and design for exploring various
emerging nanotechnologies. Abiding to the existing CMOS design flow, we do
not reap the full potential of these new technologies which have very attractive
properties. A good example of this argument is our affinity towards “Von
Neumann” architecture [13]. Despite all its disadvantages, Von Neumann
architecture is preferred due to its compatibility with CMOS technology. For
instance Von Neumann architecture advocates separation of computation
and storage information. CMOS technology inherited this abstraction by
optimizing computation (leading to fast, small and expensive) and storage
(large and cheap) individually resulting in maximizing the performance.

Many alternatives have been proposed in the last 50 years, none of them
succeeded mainly because of the technological CMOS evolution. Emerging
nanotechnologies might open up new avenues for adopting different computer
architectures for realizing efficient electronic systems. A hint on this could be
taken from neuromorphic computing which could lead to a new computing
paradigm. Neuromorphic computing offers a very powerful way to process
information, similar to natural intelligence, which is much faster than
the ordinary CMOS approach based on the “Von Neumann” architecture.
Furthermore, emerging nanodevices are prone to uncertainties leading to
increase in failure rate, hence new architectures should take into account the
possibility of occurring errors. This would lead to more powerful computing,
as compared to the deterministic approach of CMOS.

Computer Aided Design (CAD) tools are inherent to today’s complex IC
design process involving millions of transistors. The need for a new technology
will trigger the development for appropriate new tools and methods. Hence,
design methodologies and tools needed to be customized to the specific
technology. Therefore, design tools will definitely be the discriminating factor
for the success of one specific technology.



1.1. Roadmap for Nanotechnology: More-Moore to More-than-Moore3

This thesis is organized across three different nanotechnologies with an aim
to provide novel circuits, architectures and design methodologies in order to
leverage the new capabilities offered by these technologies. The considered
nanotechnologies are: 3D monolithic integration, Silicon nanowire FET, and
Carbon nanotube FET. The novelty and contributions of this thesis consists
in proposing design methodologies and developing CAD tools for these nan-
otechnologies by taking into account the technology constraints. This close
interaction with technology is needed in order to fully exploit the tremendous
potential of nanodevices.

1.1 Roadmap for Nanotechnology: More-Moore
to More-than-Moore

In formulating his famous law, Gordon E. Moore made an empirical obser-
vation on the doubling of the number of transistors per CPU every year
[14]. Moore’s law provided a clear direction and timeline for innovation in
the semiconductor industry for the last five decades. Relentless focus on
Moore’s Law, guided by the scaling rules set by Dennard [15], has provided
ever-increasing transistor performance and density (Figure 1.1). According
to Dennard scaling, the oxide thickness (Tox), transistor length (Lg) and
transistor width (W) are scaled by a constant factor (1/k) in order to provide
a delay improvement of 1/k at constant power density [15].

As transistor scaling entered the nanometric regime (physical gate length
below 100 nm), the classical transistor scaling could not meet the scaling

Nanotechnology

Figure 1.1: Moore’s Law: CPU transistor count has increased by 2X and
feature size has decreased by 0.7X every two years.
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rules set by Dennard. Short Channel Effects (SCE) pose a major challenge

to the current transistor architecture. For instance, by reducing the length

of transistor, the off-state leakage current (Ioff) is increased due to the

Drain-Induced Barrier Lowering (DIBL) and degraded Subthreshold Slope
(SS). Furthermore, scaling of gate oxide thickness of (Tox) is needed to

improve the electrostatic control of the channel. A Tox of 1 nm is required

for the 10 nm node in order to attain sufficient electrostatic control over the

channel. On the other hand, such thin atomic layers of gate oxide comes at

a cost of increase in the gate leakage current. Practical considerations on

leakage limit the physical gate length to ∼15-20 nm [2]. Moreover, decreasing

the gate pitch decreases the stress enhancement for N- and P- MOSFETs

thereby decreasing the mobility of the carriers.

Various advanced CMOS techniques (discussed in Sec. 1.2) are applied

to enhance the quality of the transistors in order to achieve the performance

targets set by Moore’s law. In addition, various new technologies based on

entirely new materials (nanowires, nanotubes..etc) are being explored as a

replacement for Si-CMOS for sub-5 nm node.

In the recent years, International Technology Roadmap for Semiconductors
(ITRS) shift the focus from More-Moore (Moore’s law scaling) to More-than-
Moore (MtM). Instead of focusing strictly on the performance of CPU, MtM

emphasizes on the overall integration and on the efficient implementation of

every component [16, 11]. The concept of MtM evangelizes heterogeneous in-

tegration of digital and non-digital (analog, RF, MEMS, sensors...) function-

alities into compact systems (system-in-package) that will be the key driver for

a wide range of applications, such as communication, automotive, and health-

care. The main aim of MtM scaling is to increase system-level power efficiency

and capabilities, and to provide a roadmap for future nanotechnologies. Fig.

1.2 illustrates the two roadmaps that will be crucial for deployment of future

nanotechnologies. One one hand, transistor scaling is continued as this leads

to high performance CPU, memory and logic. On the other hand, MtM aims

at providing power efficient systems. One of the key enabler for realizing MtM

systems is Three dimensional (3D) integration (discussed in Sec. 1.4).

1.2 Nanotechnology: Advanced CMOS

Scaling the transistor in the nanometric regime worsens short channel effects,

increases device parasitics and increases gate leakage current. In order to

mitigate these drawbacks, various transistor structures are being investigated

for advanced technology nodes. These transistor structures can be broadly

classified based on the method of electrostatic confinement over the channel

[17].
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Figure 1.2: More than Moore. “Whereas More Moore may be viewed as
the brain of an intelligent compact system, ‘More-than-Moore’ refers to its
capabilities to interact with the outside world and the users.” [11]

.

• Planar transistor structure with enhanced electrostatics (e.g. Strained
silicon, High-k, ultra-thin body).

• Multiple gate transistor structure (e.g. double-gate, tri-gate, FinFET).

• Gate-All-Around (GAA) transistor structure (e.g. nanowire FET).

1.2.1 Advancement in planar transistor

In this section, process techniques in order to mitigate the transistor scal-
ing issues of a planar Si-CMOS transistor are discussed. Strained silicon is
introduced in order to improve the mobility of the device, where as high-k
metal-gate technology is employed to reduce the gate leakage current. With
the introduction of fully-depleted silicon on insulator (FDSOI), parasitics and
leakage current in the substrate are reduced.

Strained Silicon

This technique has been widely adopted by the industry as the performance
of the transistor is improved without any further shrinking of the transistor
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gate length by introducing lattice strain into the Si channel. By inducing
mechanical strain in the channel region, the carrier transport properties of
the NMOS and PMOS transistors are enhanced. By placing an active silicon
region on a substrate layer with a larger lattice constant, strain is induced.
Fig.1.3 illustrates a silicon layer on Silicon Germanium lattice. This modifies
the band-structure within the active silicon region. This modification leads to
a lower scattering probability and thus, to a higher mobility in the channel.
By using silicon with 20% Ge portion, the electron mobility can been enhanced
by 70% leading to a speed improvement around 30% [18].

Figure 1.3: Illustration of straining of silicon by means of silicon germanium.

Strained Si is being implemented in nearly all 90 nm, 65 nm, and 45 nm
technology nodes [2, 3]. Though the gate length is kept constant with this tech-
nique, the transistor density can be increased by scaling down the transistor
pitch. However, beyond few technology nodes, this will be limited by parasitic
resistance and capacitance between the gate and source/drain contacts.

High-K Metal-Gate

Scaling the thickness of the gate oxide (Tox) improves the electrostatic control
of the channel. A Tox of 1 nm is required for the 10 nm node in order to
attain sufficient electrostatic control over the channel. On the other hand,
such thin atomic layers of Tox comes at a cost of exponential increase in the
gate leakage current [9]. Typically, FETs with 20 nm gate length have leakage
current densities in the order of 10−2 − 10−1A/cm2. Gate leakage current is
mitigated by incorporating gate oxides with high dielectric constant (called as
high-k), thereby allowing to increase the oxide thickness while ensuring good
electrostatic control of the channel. The thicker the gate oxide, the lower
is the gate tunneling current. Among the various high-k dielectrics being
investigated, HfO2 is widely adopted by the industry for process nodes below
45nm. For instance, the gate leakage current is reduced by a factor of more
than 104 for a 20-nm device [19].
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Ultrathin body MOSFET

This approach replaces the bulk silicon of a normal transistor with a thin

layer of silicon built on an insulating layer, creating a device that is often

called an ultrathin body silicon-on-insulator (UTB SOI), also known as a fully

depleted SOI. Fig. 1.4a illustrates an UTB SOI transistor. An SOI isolation

layer separates the thin active device layer and the main substrate. Due to

the full depletion of the body, there is no room for unwanted current paths

to form under the channel like in a traditional bulk device. This results in

reduced parasitic and leakage currents in the substrate. The roots of UTB

SOI technology for planar electrostatic confinement dates back to 1980s [20].

UTB SOI devices are quite similar to conventional planar CMOS transistors,

thereby making them easier to manufacture.

UTB SOI transistors are ideal for low-power applications as there is a pos-

sibility for body biasing with the thin buried oxide (BOX). By applying a small

voltage to the silicon substrate below the BOX, we can alter the channel prop-

erties, reducing the electrical barrier that stops current flowing from the source

to the drain. As a result, less voltage needs to be applied to the transistor

gates to turn the devices on. When the transistors are not needed, the bias

voltage can be removed, which restores the electrical barrier thereby reducing

the leakage current of the device. The main challenges of UTB SOI include

variation in the thickness of the thin silicon film and also the difficulties in

inducing strain in the channel.

Figure 1.4: (a) Ultrathin body SOI MOSFET (b) Double-gate SOI MOSFET.

1.2.2 Multiple gate transistor structures

In order to minimize the increasing Short Channel Effects (SCE) beyond

22nm process, a number of multiple gate FETs have been developed. The

trend towards multiple gate transistor started from the idea of a double-gate

device based on SOI material [21] (see Fig.1.4b). Fig. 1.5 depicts various
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Figure 1.5: Types of multiple gate architectures [17]

.

multiple gate transistor structures that have been demonstrated over the last
two decades.

FinFET : The FinFET device shown in the Fig. 1.5 is a manufacturable
and cost-effective version of a double gate device [8] with which we can realize
double gate devices on a bulk-Si substrate. Unlike traditional transistor
channel, the channel of a FinFET device is vertical to the plane of the
substrate.

Trigate : The Trigate device shown in the Fig. 1.5 is an extension of a
FinFET device (with a double gate) to a three gate structure. Trigate devices
have gates around three sides of the device which improves the electrostatic
control over the channel thereby reducing the short channel effects [9]. When
compared to FinFETs, there is no gate-blocking layer on the top of the gate.

π-Gate and Ω-Gate : Both π-gate and Ω-gate are extensions of Trigate
structure for further improving the electrostatic control of the channel. In
the case of π-gate, the gate is extended below the channel region which
creates a virtual back gate thereby reducing the leakage current from
the drain [22]. In the case of Ω-FET, in addition to the trigate struc-
ture, the Ω-gate underlaps also the fourth side of the transistor channel.
Similar to π-gate structure, this device has a similar effect in reducing the
channel leakage thereby improving the electrostatic control of the channel [23].

Gate-All-Around (GAA) FET : When compared to the rest of
the multi-gate devices, Gate-All-Around (GAA) devices are comprised of a
gate which wraps entirely around the channel, thereby providing full two



1.2. Nanotechnology: Advanced CMOS 9

dimensional confinement over the channel. A GAA device based on nanowire

transistors is presented in section 1.2.3.

One of the most popular multiple-gate FETs is a Trigate transistor. Intel

employed this transistor at 22nm process node. When compared to UTB SOI

device, a Trigate device provides better electrostatic control over the channel

as well as near ideal sub-threshold slope. One of the main challenges in making

a Trigate device is manufacturing the fins so that they are uniform.

1.2.3 Gate-All-Around transistor architectures

Nanowire transistors

Gate-All-Around (GAA) devices offer the best potential solution to electro-

static confinement challenges. Nanowires are an extreme case of GAA devices.

One possibility is to extrapolate the FinFET concept by using a vertically

stacked nanowire device that is completely surrounded by a cylindrical

gate. Fig.1.6 illustrates a possible extension of a tri-gate FinFET to Silicon
Nanowire FET (SiNWFET) device structure with a vertical stack of Silicon
Nanowires (SiNWs) suspended between the source and drain pillars. The

superior performance of these devices comes from a high Ion/Ioff, due to

the gate-all-around structure, which improves the electrostatic control of the

channel, thereby reducing the leakage current of the device.

Figure 1.6: Concept drawing of vertically stacked gate-all-around silicon

nanowire field effect transistor. [24]

.
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Furthermore, SiNWFETs can exhibit ambipolar conduction (i.e. both
electrons and holes have the same contribution to the total drive current),
which can be electrically controlled. This feature of controllable polarity
of SiNWFET exhibit one very interesting property, where by means of an
additional independent gate it is possible to change one hard-wired transistor
from n-type to p-type, and vice versa. This improves the computing com-
plexity per transistor, also referred as high expressive power. The in-field
polarizability of using ambipolar SiNWFET enables the development of new
logic architectures, which are intrinsically not implementable in CMOS in a
compact form [25, 26]. Connor et. al. have shown a reconfigurable circuit
made up of 7 ambipolar transistors which can be configured to any of the 8
logic functions [26]. Design techniques for DG-SiNWFET will be discussed
more in detail in Chapter 5 and 6.

1.3 Nanotechnology: Beyond CMOS

While silicon based nanodevices will continue to dominate consumer electronics
for this decade, it is well-understood that conventional Moore’s Law scaling
must come to an end sometime by the next decade, due to a combination of on-
chip power dissipation and speed limitations. It is therefore highly probable
that new materials and devices will take the place of Si-CMOS and related
devices, which have dominated the market for the past 40 years. In this section,
few of the most promising nanotechnologies, beyond conventional CMOS, are
reviewed.

1.3.1 Carbon Electronics

Two of the most promising contenders for carbon electronics, as a future re-
placement for Si-CMOS, are Graphene and Carbon nanotube based transistors.
Both these technologies are compatible with the current CMOS process flow.

Graphene

Two-dimensional graphene films have generated a huge interest recently
as an alternative for channel replacement material in MOSFET structures.
Graphene films are well known to behave as high-mobility zero band-gap
semiconductors with high carrier mobilities. Researchers have already
demonstrated high-speed devices in the range of 300 GHz and are expected
to go up to 1 THz. This opens applications in the RF-analog range.

From an integration point of view, graphene devices are planar and
compatible with CMOS process. However one of the main drawbacks for
VLSI compatibility is the ”Zero band gap”. Because of the zero bandgap,
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devices implemented on large-area graphene channels cannot be switched
off and therefore are not suitable for logic applications. Bandgap can be
induced in graphene by cutting the material into thin ribbons or applying an
electric field to bilayer graphene. When patterned to sufficiently small ribbon
widths, the graphene ribbons begin to display a finite band gap resulting from
quantum confinement. Opening a band gap requires nanoribbons with sub 5
nm width coupled with very well-defined edges. Variation in edge roughness
has a huge impact on the mobility of the device. On the other hand, bilayer
graphene requires applied voltages of around 100 V to create a bandgap of
about 0.25 eV which is simply not feasible for IC applications. However,
Graphene is highly desirable in other venues like Optoelectronics, NEMS, and
Spintronics.

One of the close contenders for Graphene is a mono-layered material called
Molybdenite (MoS2). MoS2 has a direct bandgap (1.8 eV) from the start and
does not need to be made into nanoribbons for semiconductor applications
[27]. Single-layer molybdenite is a direct-bandgap semiconductor, unlike
silicon, which has an indirect gap. It is easier to make devices like LEDs, solar
cells and photodetectors and any other photonic devices with direct rather
than indirect gap semiconductors.

Figure 1.7: Single layer Molybdenite (MoS2) transistor. [27]

Carbon Nanotubes

Since the discovery of Carbon Nanotubes (CNTs) by Iijima in 1991 [28, 29],
they have captured the attention of researchers worldwide. CNTs are made
from graphene sheet, with one or more than one layers forming single-walled
nanotubes (SWNTs) or multi-walled nanotubes (MWNTs) respectively. Figure
1.8 shows a graphene sheet, when folded into a cylinder forms a SWNT.
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Figure 1.8: Schematic honeycomb structure of a graphene sheet. Carbon atoms
are at the vertices. SWNTs can be formed by folding the sheet along lattice
vectors. The two basis vectors a1 and a2, and several examples of the lattice
vectors are shown.

The electrical properties of the CNT depends on how the cylinder is made
from the one-dimensional graphene sheet. An (m,n) nanotube is formed by
folding a graphene sheet into a cylinder connecting the ends of a (m,n) lattice
vector. The (m,n) indices determine the diameter of the nanotube and the
chirality, which determines the electrical characteristics of the CNT. Fig. 1.9
demonstrates various examples of the nature of CNTs based on the chirality
of the nanotube.

CNFET devices fabricated with ideal CNT synthesis can potentially
provide more than an order of magnitude benefit in energy-delay product
over Silicon CMOS at 16 nm technology node [30, 31]. Franklin et al., have
demonstrated a sub- 10 nm CNFET, which outperforms its competing Si
devices by more than four times in terms of normalized current density
at low operating voltages of 0.5 V [32], thereby making them ideal for
both high performance and low power applications. However, significant
challenges in CNT synthesis prevent CNFETs today from achieving such
ideal benefits [33]. CNFET technology is expected to have higher variability,
as compared to CMOS, because of the following CNT-specific imperfections
related to CNT-synthesis: 1. The presence of metallic CNTs (m-CNTs,
versus the useful semiconducting or s-CNTs); 2. CNT diameter variations; 3.
Mispositioned-CNTs; and 4. CNT density variations.

Imperfection-immune design techniques for CNFET technology will be dis-
cussed in Chapter 7.
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Figure 1.9: (a) Armchair, (b,c) zig-zag and (d) chiral tube; (a) metallic, (b)
small gap semiconductor, and (c,d) semiconductor. [34]

1.3.2 Single-Electron Transistors

A Single-Electron Transistors (SET) is a three terminal device based on
Coulomb blockade. The channel of the transistor is comprised of a single
quantum dot, which connects the source and drain of the transistor through
tunnel junctions (Fig. 1.10). If µl > µN+1 > µr, then empty states
may be populated in the island and single electrons may tunnel through
the island. A gate may be used to change the Fermi level of the island
and therefore switch the single electron current on or off. The number
of electrons in the quantum dot is controlled by the gate. Depending on
the size and material, the quantum dot may have up to thousands of electrons.

Though SETs have high switching speeds, in the order of 0.1 ps, the delay
of SET based circuits is limited by the RC time constant (which includes the
transistor and interconnect delays). In order to take advantage of SETs, the
circuit architecture would have to be local so that the SETs would not have
to drive a high capacitance line across the chip. Hence architectures based on
Binary Decision Diagram (BDD) logic or cellular automata are favorable [35].

On the other hand, due to the high impedance required for Coulomb block-
ade, SET devices are ideal for memory structures [36]. However, it has to be
noted that a SET device driving an external load, such as a word or bit line in a
memory cell, will limit the access time to/from the memory cell. Hence, novel
architectures are envisaged which bridge the best of SET technology with the
standard MOS technology [37].
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Figure 1.10: (a) Schematic of a SET device (b) Single electron tunneling based

on Coulomb blockade.

1.4 Three Dimensional Integration

Three dimensional (3D) integration emerges as a promising solution for real-

izing future gigascale circuits by integrating multiple layers of active devices

vertically [12]. 3D integration increases the density of devices, shortens the

interconnect delays, thereby enhancing the performance of circuits. 3D fabri-

cation technologies can be broadly classified into two groups according to the

used integration scheme:

• 3D parallel integration with Through Silicon Vias, (TSV).

• 3D monolithic integration.

In 3D parallel integration with TSVs, each active layer, along with its re-

spective interconnect metal layers, is fabricated separately and is subsequently

stacked via TSVs [38, 39]. Fig. 1.11a illustrates 3D parallel integration with

three dies connected with TSVs forming the vertical interconnections. TSVs

are built by drilling holes in the silicon die and filling them up with metal.

Due to the alignment issues of the stacked dies, the size of the TSVs is

kept large (1000nm) in order to ensure electrical connection between the

desired points of the dies. Since the size of the TSVs are relatively high when

compared to the size of the transistors, they are only feasible for coarse-grain

(block-level) integration.

On the other hand 3D monolithic integration (3DMI) involves processing

sequentially thin silicon wafers on top of already processed wafers. Fig. 1.11b

shows the cross-section of a wafer manufactured by 3D monolithic process

having NMOS devices in the bottom active layer and PMOS devices on

the top active layer [40]. The two active layers are connected using a 3D

contact which is similar to the conventional inter-layer vias. Since the density

of the connection is high, 3DMI technology is suitable from fine-grain (or

transistor-level) to coarse-grain (block-level) integration.

Most of the design techniques studied for 3D technology are related to 3D

TSV technology with an emphasis on block-level partitioning of circuit in 3D
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Figure 1.11: (a) 3D TSV integration, (b) 3D Monolithic integration

[41, 42, 43]. 3D monolithic integration has seen substantially less research
effort at the CAD level. In order to study the feasibility of 3DMI technology
for ASIC design, there is a need for new physical design tool. Existing 3D
CAD tools cannot be extended to 3DMI as they do not take into account the
technology constraints provided by 3DMI technology. This thesis takes the
first step towards providing a complete ASIC design flow for 3DMI technology.
Novel cell design techniques (see Chapter 2) along with the placement tool
(see Chapter 3) are proposed for evaluating the prospects of 3DMI technology.

1.5 EDA for Emerging Nanotechnologies

It took 5 decades to go from a few transistor to a billion transistor complex
ICs. As of 2012, the highest transistor count in a commercially available IC is
over 7.1 billion transistors (Nvidia’s Kepler-based GK110 GPU). In order to
realize such a complex system, designers follow a series of steps starting from
computational model at a high level of abstraction, then go through a sequence
of synthesis and optimization (technology mapping), followed by physical
synthesis flow, and formal verification, before it is finally manufactured via ad-
vanced lithography processes. In order to improve the efficiency of the design
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Figure 1.12: Abstraction Levels of the (CMOS) Design Process (left) and the
appropriate tools (right). [44]

flow, Electronic Design Automation (EDA) has been established. The field of
EDA is one of the earliest inter-disciplinary collaborations between computer
scientists and electrical engineers. The collaboration yielded a complete design
flow from system level specification to silicon implementation. Fig. 1.12
(left) illustrates the various abstraction levels of the current design process [44].

Today’s design flow involves hundreds of Computer Aided Design (CAD)
tools. Fig. 1.12 (right) depicts the number of CAD tools we have at various
abstraction levels [44]. Current EDA flow is quite mature when it comes
to the design flow starting from application to circuit. However, the main
challenge is at the top (between system and application) and at the bottom
(between circuit and device).

To find a path between new nanodevices, which show magnificent oppor-
tunities, and the possibility to be built into a useful system, an interaction
between the communities of design and technology has to be established.
While emerging devices have very attractive properties, the design tools need
to enable their use in large scale circuits in order to compete with classic
circuit design. Novel circuits, architectures and design methodologies are
going to be needed for a full exploitation of nanodevices.

To design with emerging nanotechnologies there is a need for:

• Models and abstractions at all levels of the design flow.

• Compatibility to existing industry design standards of high-level behav-
ioral languages.
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• New system-level design methodologies at the top of the design flow.

• Robust design techniques at the interface between circuit and device of
the design flow.

• Design for manufacturing at the back end in order to obtain high-yield,
thereby assuring the feasibility of new nanotechnologies.

Approaching the end of the CMOS roadmap the need for a new technology
will trigger the development for appropriate new tools and methods. Hence, a
design methodology and tools for a specific technology is becoming a reality.
Design tools will definitely be the discriminating factor for the success of one
specific technology.

1.6 Research Contributions

This thesis contributes to the design techniques and tools for three emerging
nanotechnologies. The design tools presented in this thesis are developed in
close collaboration with the technology. The first part of the thesis is on
design techniques and CAD tools for 3D monolithic integration. As discussed
in Sec. 1.4, the key motivation for 3DMI technology is in enabling fine-grain
vertical stacking of transistors, thereby increasing the density of transistors on
the chip. The main aim of this work is to evaluate the performance of 3DMI
technology for ASIC design. The second part of the thesis deals with design
methodologies for ambipolar circuits based on double-gate silicon nanowire
FET (DG-SiNWFET). Ambipolar circuits are promising due to their higher
expressive power [26, 25]. However, the need to independently route the two
gates for every transistor adds to the overall routing complexity and this might
eventually degrade the benefits of high expressive nature of these transistors.
In this part of the thesis, new abstraction at the physical level of the device
is proposed, and based on this new layout synthesis algorithm is proposed
for complex Boolean functions with embedded XOR/XNOR functionality.
The third part of the thesis is on design techniques for CNFET circuits.
State-of-the-art CNT synthesis techniques are prone to CNT imperfections
and in order to realize functional CNFET circuits, robust design techniques
are needed. With the main focus on two important CNT imperfection,
mispositioned-immune CNTs and CNT-correlation, layout techniques are
proposed in order to improve the yield of CNFET circuits.

The design techniques presented in this thesis focus on a unique aspect that
are common to all three nanotechnologies (3DMI, DG-SiNWFET, and CN-
FET). Hence, some of the techniques presented for each of these technologies
can be extended to the other. For example, Wei et. al. have experimentally
demonstrated 3D monolithic integrated circuit with CNFET technology [31].
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Thus for 3D monolithic CNFET technology, we can envisage employing 3D

placement tool (presented in the first part of the thesis) for fine-grain parti-

tioning of the circuits across two active layers, while applying the robust layout

techniques in order to improve the yield of CNFET circuits (presented in the

third part of the thesis). Similarly, the techniques presented in the second

and third part of this thesis can be synergized when considering double-gate

CNFET technology with controllable polarity [26, 25].

1.6.1 Contributions to 3D Monolithic Integration

The key feature of 3DMI technology is the size of the 3D contacts which is in

the order of traditional metal vias in conventional Si-CMOS technology. This

opens up venues for fine-grain stacking of transistors vertically and gives a

knob to extend Moore’s law scaling for over two process nodes. This thesis

contributes to design space exploration of this novel technology at various

levels (design, CAD and architecture). This work is closely linked to 3DMI

technology from CEA-LETI.

• At the design level, this thesis contributes to various standard cell trans-

formation techniques (intra-cell stacking, cell-on-cell stacking, and intra-
cell folding). All the three cell transformation techniques are analyzed to

study the improvement in performance for each of these techniques. The

regularity of the standard cell design flow is ensured for all the transfor-

mations, thereby abiding to the conventional ASIC design flow. Though

the proposed transformation techniques assume only two active layers,

they can be extended for multiple-active layers.

• At the CAD level, this thesis presents a physical design tool (called

CELONCEL) for 3DMI technology with fine-grain partitioning. As a

matter of fact, at the time at which this thesis is written, CELONCEL is

the only physical synthesis flow for realizing 3DMI circuit. CELONCEL

places cells in two active layers for improved area, wirelength, and delay.

CELONCEL is a pre-/post-processor for existing 2D placement engines

which focuses on partitioning across two active layers and the detailed

placement for each active layer.

• At the architectural level, this thesis presents the concept of 3.5D in-

tegration for future MPSoCs. With 3.5D, i envisage hybridization of

fine-grain 3D monolithic integration with the traditional back-end 3D

integration (with TSVs).

1.6.2 Contributions to Silicon Nanowire FETs

Double gate transistors with controllable polarity open up new opportunities

for efficient implementation of XOR-dominated circuits. On the scientific side,

this part of the thesis presents novel layout abstractions for double-gate devices
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and layout algorithm for complex functions with embedded XOR gate. On the

engineering side, this thesis contributes to design of regular logic tile for DG-

SiNWFET technology.

• This thesis addresses gate-level routing issue of DG-SiNWFETs, which

is fundamental to all double-gate devices with controllable polarity. In

order to facilitate this study, novel symbolic layouts are proposed for am-

bipolar logic with Dumbell-Stick diagrams. Compact layout techniques

are proposed for complex gates with an embedded XOR/XNOR function.

• An efficient regular layout brick (called as tile) is proposed, which forms

the basic building block for the Sea-of-Tiles (SoT) design methodology.

After determining the optimized SoT fabric, physical mapping of various

logic functions are studied.

• For the first time a circuit-level benchmarking is carried to study the

benefits of DG-SiNWFET when compared to FinFET circuits, with the

help of a TCAD simulation of the device at various corners. It has to

be noted that, at the time at which this thesis is written, there are no

compact models for DG-SiNWFET.

1.6.3 Contributions to CNFET Circuits

Though CNFETs show superior performance when compared to Si-CMOS,

they are prone to imperfections coming from the CNT synthesis process. On

the scientific side, this part of the thesis addresses layout techniques to enhance

the yield of CNFET circuits under the influence of few CNT imperfections. On

the engineering side, a system-level benchmarking is carried to study the per-

formance benefits of CNFET versus CMOS. The proposed design techniques

are carried in collaboration with Stanford university.

• I propose physical design technique to improve the yield of the CNFET

circuit by taking advantage of CNT correlations. With aligned-active

layout style, i demonstrate improvement in yield by correlating the crit-

ical transistors.

• I present a novel layout technique that is immune to mispositioned CNTs.

Various mispositioned-CNT immune layout schemes are studied with

respect to CNT correlation and cell routing.

• In order to improve the overall yield of CNFET circuits, I apply robust

layout techniques to design the basic building blocks (standard cells) for

CNFET circuits. A standard cell library is designed by applying both

the active-aligned and mispositioned-CNT immune layout styles.

• By incorporating yield-enhanced standard cell library in the Integrated
Circuits (IC) design flow, I perform system level benchmarking of CN-

FET circuits when compared to CMOS circuits. This part of the research
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addresses system-level benchmarking, for the first time, comparing CN-

FET and CMOS at various technology nodes.

1.7 Thesis Organization

This thesis is divided into three main parts. In the first part of the thesis,

I present novel design techniques and a placement tool for realizing high-

performance integrated circuits based on 3D monolithic integration. The

second part of the thesis deals with the design techniques for DG-SiNWFET

technology with the emphasis on realizing ambipolar logic circuits onto

regular layout fabrics. In the final part of the thesis, I present physical design

techniques for enhancing the yield of CNFET circuits. Description of previous

and current work, as well as relation of this dissertation to the work of others

is presented in various chapters.

Chapter 2 focuses on design techniques for 3DMI technology. After

introducing the state-of-the-art 3DMI technology, a survey of existing design

techniques for 3DMI circuits is presented. Then, various standard cell

transformation techniques are studied which set the basis for developing a

targeted CAD tool as well as for system-level exploration.

Chapter 3 presents the physical synthesis flow for 3DMI circuits. A

placement tool, CELONCEL, for fine-grain partitioning for 3DMI circuits is

developed. The algorithms used by the CELONCEL design tool are scalable

to gates with more than million gates. Then, performance gain achieved by

the proposed methodology is compared with respect to the existing design

methodologies for 3DMI circuits.

Chapter 4 presents a novel 3D integration scheme, called 3.5D integra-

tion, which synergizes 3D monolithic integration with the traditional back-end

3D integration (with TSVs). The effectiveness of 3.5D integration is studied

by carrying system-level benchmarking of a 288-core MPSoC, based on which

hypothesis on the manufacturing and test cost are made.

Chapter 5 presents design techniques for ambipolar logic circuits with

a focus on DG-SiNWFET with controllable polarity. After giving a back-

ground on DG-SiNWFET technology, novel symbolic-layouts (dumbell-stick

diagrams) for double-gate transistors are proposed. Then, various implemen-

tation of ambipolar logic circuits from simple to complex logic functions are

studied, followed by a novel layout technique for ambipolar logic gates with

embedded XOR/XNOR functionality.

Chapter 6 brings the idea of regular fabrics to DG-SiNWFET technology.

In order to improve the yield, a regular layout fabric (called as tile) for DG-
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SiNWFET technology is proposed. With the help of Sea-of-Tiles methodology,

various logic functions are mapped onto an array of tiles. With the help of a

compact model of the device, a circuit-level benchmarking is carried in order to

compare the DG-SiNWFET technology to Si-CMOS at 22nm technology node.

Chapter 7 presents yield-enhancing design techniques for CNFET

circuits. After introducing the state-of-the-art CNFET technology, a survey

on various CNT-imperfections is studied. In order to improve the yield of

CNFET circuits, layout techniques are proposed to mitigate circuit failures

caused by mispositioned-CNTs as well as to benefit from CNT-correlation.

With the help of yield-enhanced CNFET cell library, a system-level bench-

marking of CNFET circuits is carried out.

Chapter 8 concludes the dissertation by highlighting the contribution of

this research as well as presents some possible extensions of this work applied

to other emerging technologies.





Design Techniques for 3D
Monolithic Integration 2
The performance of ICs in advanced technology nodes is dominated by

the interconnect delay [45]. Migrating to 3D ICs, we can envisage reduced

interconnect delay and chip area which is achieved by placing the logic gates,

on the critical path, very close to each other using multiple active layer. Loh

et al. have shown the benefits of 3D ICs in terms of wirelength, latency and

power depending on the granularity level at which various processing elements

are partitioned across multiple active layers [46]. Figure 2.1 illustrates the

circuit partitioning of a processor at various granularities. For example, at a

coarse-grain level, we can have cache on top of cores, or cores on top of cores,

as presented in Figure 2.1a. At a finer level of granularity we can realize

functional blocks on top of each other (Figure 2.1b). Going at even finer level,

we can perform 3D stacking at the gate and standard cell level, as illustrated

in Figure 2.1(c,d). Care should be taken while realizing fine-grain partitioning

for routing intense designs, as the routing complexity is further increased.

In this work, I address design techniques for fine-grain partitioning of

circuits with 3D integration. 3D monolithic integration (3DMI) is an ideal

choice for ultra-high density 3D circuits, as it provides 3D contacts in the size

of few 100nm [47]. In the case of TSV technology, due to low precision of the

alignment capability of the equipment and the relatively large size of TSVs,

1000nm [48], circuit integration at the transistor/gate level cannot be done [49].

Figure 2.2 shows the cross-section of a wafer manufactured by 3DMI

technology having N-type (NMOS) devices in the bottom active layer and

P-type (PMOS) devices on the top active layer [40]. The two active layers are

connected using a 3D contact which is similar to the conventional inter-layer

vias. With the latest advancement in 3DMI technology (low temperature top

23



24 Design Techniques for 3D Monolithic Integration

!"#$%&#'()$
*%+),

-./$%&#'()$
*%+),01$('%

2-

%*3

45!

/)&

2-

657

2-

657
657

657

8%9 8:9

8&9 8/9

!"#$%&#'()$
*%+),

-./$%&#'()$
*%+),

Figure 2.1: Coarse-grain to fine-grain circuit partitioning for 3D circuits [46]
(a) Memory/Core on a core, (b) Functional unit blocks on top of each other,
(c) Logic gates distributed across different layers, and (d) Transistor scale
partitioning.

FETs, intermediate metal layer between the active layers, and high quality
bonding) [47], we can build complex 3DMI circuits in the near future.

In this chapter, I provide the overview of the state of the art 3D Monolithic
Integration (3DMI) technology and analyze all the possible standard cell
transformation techniques for fine-grain stacking of transistors in 3D. One
of the simplest techniques is intra-cell transformation, where a standard cell
is partitioned across multiple layers [47, 50]. However, with this technique,
gates on the critical path cannot be placed close to each other in the
third-dimension. In this work I propose a novel cell-on-cell transformation
technique, where planar (2D) cells are placed on top of each other.

This chapter is organized as follows. The necessary technology background
is first introduced with an overview of 3DMI technology from the last two
decades. Next, the state of the art 3DMI technology from LETI is presented,
which sets the technology assumptions taken in this work. Furthermore,
various standard cell design techniques for 3DMI circuits are analyzed followed
by planar-to-3D library mapping.
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Si substrate

P-type devicesMetal 1

Metal 2

Top metal 
layer

N-type devices

3D contact

Figure 2.2: Cross-section of a 3D monolithic die with two active layers.

2.1 Technology Background

The seminal work on 3D monolithic integration dates back to early 1980’s,

when the semiconductor industry for the first time approached the technology

scaling problem with the length of the transistor entering the sub-micron

dimensions. Foreseeing an end to transistor scaling, which was limited by

the basic lithographic resolution, one of the viable solution picked up by the

technologists was to stack transistors in 3D. Various articles, from leading

industries and research labs, demonstrated stacked transistors between

1980 and mid-1990. The main references are summarized in Fig. 2.3. This

fine grain stacking of transistors in 3D is referred as 3D monolithic integration.

The main technological challenge was to fabricate the top semiconductor

layer. The first demonstration of 3D monolithic integrations (from Stan-

ford, MIT, TI, Fujitsu..) were based on polycrystalline or amorphous top

silicon active area. Polysilicon Laser Epitaxial Growth (LEG) and laser

recrystallization were the most widely employed techniques by the research

groups shown in Fig. 2.3. Some groups also focused on solid phase epitaxy

regrowth of amorphous silicon [66]. In any case, the top active area was

polycrystalline at the wafer scale and grains had random orientations. From

an electrical point of view, this leads to very strong device-to-device variations

(threshold voltage, gate oxide thickness. . . ) attributed to grain boundaries

and differences in grains orientation.

In order to overcome the grain orientation control challenge, few research

groups (IMS) worked on Epitaxial Lateral Overgrowth (ELO) where the

information of the crystalline structure of the bottom layer was directly
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Figure 2.3: Main references related to monolithic 3D integration before 1993.

Chen83 [51], Shah84 [52], Gibbons80 [53], Gibbons82 [54], Goeloe81 [55], Col-

inge81 [56], Kawamura83 [57], Kawamura84 [58], Kawamura87 [59], Ohtake86

[60], Zingg89 [61], Takao91 [62], Takao92 [63], Roos92 [64], Roos93 [65].

transferred to the top layer during the growth process [64], [65]. All these

techniques were named “seed window techniques” as they relied on the

opening of a window in the bottom layer to transfer the crystalline-structure

information. With the advancement in lithography techniques, transistor

scaling advanced for the next two decades without the need to adopt 3D

monolithic integration.

2.1.1 State of the Art

In nanometer regime, semiconductor industry faces new challenges. In addi-

tion to the technological challenges, one has to cope up with short channel

effects, variability, interconnect delay..etc. In this context, 3D monolithic

integration is attaining the necessary limelight as it is a key enabler in

increasing the circuit density and decreasing the interconnect delay. Fig. 2.4

details the monolithic 3D demonstrations showcased since 00’s both for logic

and memory applications. In this phase of 3DMI technology, current scaling

concerns such as short channel effects control, performance optimization,

mobility boost, variability are addressed.
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Figure 2.4: Main references of 3D monolithic integration since 2000. Subrama-
nian98 [67], Chan01 [68], Tiwari02 [69], Zhang04 [70], Yu05 [71], Wu05 [72],
Feng06 [73], Mofrad08 [74], Batude09b [40], Batude09a [47], Batude11 [75],
Kang04 [76], Jung05 [77], Jung06 [78], Sohn06 [79], Jung07 [80], Son07 [81],
Sohn08 [82].

3DMI based logic devices

Realizations from single transistors to small circuits have shown the ability
of 3DMI technology to design high performance reliable devices. In the
early 00’s, Honk Kong University demonstrated small circuits based on Metal
Induced Lateral Crystallization (MILC) [83], [70], [72]. With the introduction
of molecular bonding for 3DMI technology, huge advancement have been
done to realize a high quality top layer. For the first time, the performance
of the top and bottom transistors are matched. Most of the integrated
demonstrations however target relaxed dimensions but recently inverters with
gate length down to 50nm were fabricated as shown in Figure 2.5 [75].

In the state of the art planar CMOS, the quest for mobility boost resulted
in independent optimization of n- and p- FETs with different channel mate-
rials or orientations. 3DMI is considered as a choice of privilege to optimize
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Figure 2.5: SEM cross-section of stacked transistors with LG=50nm and ul-

tra thin interlayer dielectric TILD=23nm, TSi=10nm (morphological struc-

ture). Inverter transfer voltage characteristic with pFET stacked over nFET

(LG,P=LG,N=50nm).[34]

CMOS cells. Many studies have been dedicated to Ge-Si co-integration where

the top layer contains only Ge-pMOS FETs and the bottom one contains only

Si-nMOS FETs [40]. In addition to independent device type optimization, this

integration scheme alleviates the high thermal budget associated to dopant

activation in the top layer. Finally for the sake of transport improvement,

3D monolithic integration has also demonstrated its ability to stack different
channel orientation [47].

3DMI based Memories

Memories are probably one of the best candidates for 3DMI technology, due

to their high density and regularity. Batude et al., have proposed a compact

and robust 4T SRAM bit cell which leverages the dynamic coupling offered
by 3DMI technology with a thin inter-layer dielectric [84]. Most advance

demonstrations were shown by Samsung through the use of their Single-crystal
Si layer Stacking (S3) technology [85]. From 2004 trough to 2007, they kept

showing improved performance of scaled SRAM cell with aggressive cell size.

They have demonstrated Flash memories and SRAM stacked up to three

layers [80].

2.2 3DMI Technology at CEA-LETI

The basic integration principle is described in Fig. 2.6. Firstly devices are

fabricated on the bottom layer level where any substrate (bulk or SOI) can
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possibly be used (step 1). Then the Inter Layer Dielectric (ILD) is deposited
and planarized (step 2). In step 3, intermediate metal layer is realized on top
of the bottom active layer. Afterwards (step 4) the high quality top active
layer is realized either by seed window techniques or by low temperature
molecular bonding (discussed in detail in Sec. 2.2.1). In step 5, the top
devices are sequentially built on top of the first layer. With an important
caveat though, in not to degrade the lower layer properties while fabricating
the top device. Finally BEOL is processed to ensure electrical connections
between the different layers (step 6). It has to be noted that before BEOL,
one can insert more than one layer on top of the bottom layer in order to
stack more than two layers. On a similar note, multiple layers of intermediate
metal can be realized in between two vertically stacked active layers.
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Figure 2.6: Monolithic 3D fabrication.

Within this 3D monolithic integration scheme, for industrial adoption, sev-
eral technological challenges have to be addressed:

• Fabrication of high quality top film.

• High performance bottom active layer (preservation of bottom FET per-
formance during top FET fabrication).

• High performance top layer taking into account the constraints on ther-
mal budget.

• 3D contacts.
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• Alignment between the layers.

2.2.1 High quality top film

To achieve similar performance for the bottom and the top transistor layers,

the top semiconductor (active) layer has to be of pristine surface quality

(crystalline structure with a very low thickness variation) at the wafer scale.

The two main approaches to build the top layers, seed window techniques and

molecular bonding, are explained below.

Seed-window technique

The two most widely employed seed window techniques are Laser Epitaxial

Growth (LEG) and Epitaxy Lateral Overgrowth (ELO). Both these techniques

are based on recrystallization of top silicon film with the help of crystalline

information coming from the seed windows. The seeds are contact-like holes

patterned in the Inter Layer Dielectric (ILD) and epitaxially filled with single

crystalline-Silicon.

In the case of LEG, molten amorphous-Silicon is vertically and laterally

solidified from the seed to obtain crystalline Silicon. Son et. al., have shown

that LEG leads to protrusions in the top films located in the center of

neighbor seeds [81]. These protrusions are morphologically defective. Some

layout tricks are however expected to avoid them or at least decrease their

density. CMP process is eventually required and carried out in order to obtain

the flat surface. It was also demonstrated that there is a critical laser energy

(located around 800mJ/cm) required to obtain perfect crystalline silicon [81].

On the other hand, ELO brings the crystal-structure information from the

bottom layer to the top layer. First, the seed contacts are formed on the bulk

Si after ILD planarization using CMP. As the 2nd step, Damascene patterns

are formed in the ILD to be filled with Si epitaxial layers grown from the seed

contacts. The epitaxial Si layers are grown from the bulk Si in the seed holes

and extend laterally when they arrived at the top end of the seed contact.

After the growth, the Si layers have hills and valleys due to the difference

of growth rates between the growing directions. Such morphology has to be

further flatten with CMP process. The Si CMP is expected to stop when it

touches the oxide layers, thereby allowing a relative control in the thickness

of the Si layer.

With the scaling of lithography pitch, seed window techniques face major

challenges to address sub-45 nm node:

• The seed windows themselves are detrimental for density optimization.
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• The silicon channel thickness in the recrystallization techniques is defined
by CMP which is not yet matured to provide a +/- 1nm control at the
wafer scale.

Molecular Wafer Bonding

The use of Molecular Wafer Bonding provides crucial advantages compared
to previously employed techniques for top active layer realization:

• Top substrate presents a perfect quality (crystalline quality and thickness
control) at the wafer scale (supplier dependent).

• No need for seed-windows which limits density.

• Independent optimization of strain, channel & surface orientations and
channel material independently for each layer.

A handle wafer is used to transfer the top active layer onto the bottom
active layer. Low temperature bonding of SOI substrate followed by etch back
of handle wafer is used to transfer the stacked thin film. A low temperature
annealing (200◦C) is performed to strengthen the bonding interface between
the ILD and the top active layer. The ILD is usually around 100nm between
the top of the bottom gate and the bottom of the top silicon channel. The
bonding interface is located roughly in the middle of the ILD. Its thickness
can be further decreased by using a thin thermal oxide on the handle wafer
instead of a deposited one, to eventually be as thin as 25nm [75]. However to
achieve high quality molecular bonding, several challenges are raised. Firstly,
the thickness of the bottom wafer hosting the bottom transistor layer must
be suppressed to enable full film transfer. Secondly, the ILD thickness has to
be minimized in order to allow dense 3D contacts.

When compared to the recrystalization technique, molecular wafer bonding
fairs well in multiple disciplines (see Table 2.1).

Table 2.1: Comparison between seed window techniques and molecular bond-
ing for 3D monolithic integration.
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2.2.2 High Performance Transistors in Top and Bottom

Active Layer

One of the key challenges to mainstream 3DMI technology for sub-22nm node,
is to obtain high performance transistors both on the bottom and top active
layers. In order to preserve the bottom layer transistors, dopant diffusion
has to be avoided and the access resistance should not be degraded when
fabricating the top layer. These two conditions can be met by minimizing
the top layer thermal budget and by designing a thermally resistant bottom
layer. The challenges associated to each layer are detailed in the following
paragraphs.

Low temperature process for top active layer

Low temperature processing of top active layer is crucial in order to retain the
performance of bottom layer transistor. Neither additional dopant diffusion,
nor salicide degradation can be tolerated. The most expensive step in terms
of thermal budget is dopant activation. For Silicon integration a promising
way to achieve excellent activation levels is the Solid Phase Epitaxy (SPE)
technique. SPE is based on the low temperature recrystallization of amor-
phous Si that results in an above equilibrium activation. This technique can
be used at low temperatures (typically below 600◦C) which suppress dopant
diffusion and facilitate ultra-shallow junction formation. Additionally to
dopant activation, other steps such as gate dielectric, spacers, and passivation
layers realization have to keep these thermal budgets as low as possible. For
gate dielectric realization, thermally grown SiO2 (at 1000◦C) is prohibited
and logically replaced by high K dielectric with HfO2 deposited at 350◦C.
This allows designing a whole transistor fabrication process in line with the
target thermal budget of 600◦C.

Thermally robust bottom layer with optimized silicides

Silicides are greatly sensitive to thermal budget. For 600◦C thermal budget,
the classical NiSi agglomerates, leading to strong increase in sheet resistance.
To stabilize NiSi, an original treatment based on platinum associated with
fluorine and tungsten implantation has been proposed [75]. Figure 2.7 shows
the benefits of this NiSi treatment which ensures its stability up to (650◦C,
40 min) whereas NiSi is agglomerated in less than 1 min at this temperature.
The electrical results were confirmed by Scanning Electron Microscopy (SEM)
observations of the silicide layer.

Figure 2.8 and Figure ??, shows the C(V) and Id-Vg characteristics of the
top and bottom layer transistors with 3DMI technology. Red curves corre-
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Figure 2.7: Sheet resistance of NiSi and NiSi + Pt + F +W as a function of the

annealing time at 650◦C. The sheet resistance of NiSi alone exhibits a dramatic

increase as soon as 1 minute annealing is performed. Stabilized salicide does

not show any change neither in morphology nor in electrical properties for

annealing for as long as 40min. [86]

spond to the bottom transistors processed at regular high temperature. Blue

curves correspond to the top FETs processed in a cold process [47].

In a summary, for bottom MOSFET, the access salicidation is mandatory

for reaching ITRS values in terms of series resistance. The development

of a stabilized silicide up to 650◦C is an essential breakthrough. For top

MOSFET, a 650◦C thermal budget allows epitaxy for raised source-drain

which is compulsory for advanced nodes with fully depleted SOI structures.

This stabilized silicide together with the low temperature process enables to

obtain high performance top and bottom MOSFETs for the sub-22nm nodes.

2.2.3 3D Contacts

Contacting top and bottom layer is a problem specific to 3D monolithic inte-

gration scheme. Firstly, contacts have to land on two layers at different height
(attention has to be paid to the contact aspect ratio) and secondly, contacts

have to connect the different layers, see Figure 2.10. Two options are possible

to design these 3D contacts:

• Two different lithography steps can be used to design monolayer con-

tact and “thru layers contacts”. In that case, the multilayer contact

connecting the top layers will be a lateral contact [80].
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Figure 2.8: C(V) characteristics of bottom and top FETs having the same
HfO2/TiNgate stack but respectively processed at 1050◦C and 600◦C. Red
curves correspond to the bottom transistors processed at regular high temper-
ature. Blue curves correspond to the top FETs processed in a cold process.
[47]

Figure 2.9: Drain current as a function of gate voltage for transistors stacked on
the same wafers. Red curves correspond to the bottom transistors processed at
regular high temperature. Blue curves correspond to the top FETs processed
in a cold process. [47]
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Monolayer contact

Strapping contact Thru-layer contact

Multilayer contact

Figure 2.10: 3D contacts for 3DMI technology. Monolayers contacts land
either on the top or on the bottom layer whereas multilayers contacts land on
several layers. In the case of “thru-layer contact” the contact drills the top
layer and further digs into the ILD until reaching the bottom layer whereas in
the case of the “strapping contact” a highly selective etching allows lying on
both layers at the same time.

Figure 2.11: Contact area as a function of contact diameter for planar contact
(corresponding to monolayer contact), half planar contact (corresponding to
“strapping contact”) or lateral contact (corresponding to “thru contact”).

• To save one lithography step, a single lithography can be used for
both type of contacts. In that configuration, a highly selective etch is
needed to open contact stretching down to bottom layer without passing
trough the upper layer. It was demonstrated that the bottom layer can
be reached without passing trough the silicide of the top active layer,
thereby giving a low contact resistivity [86].

The choice between the different options does not only depend on number
of extra lithography steps needed, but also on the physical and electrical
attributes (i.e. contact resistance as well as density). Figure 2.11 shows the
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area of the various 3D contacts. As the contact diameter is decreased, the

lateral contact becomes more and more interesting as it allows larger contact

area which is fundamental to decrease the contact resistance (tends to be

limiting in device performance). On the contrary, the strapping contact,

although interesting from a lithography point of view, tends to have an

area that becomes prohibitive for advanced nodes. An alternative option to

design the strapping contact is to increase the contact area and design it

as a rectangle whose dimensions will be twice the one of a single contact in

addition to the possible misalignment between the two connected layers. In

that case the area is kept constant on each layer but at the expense of a loss

of density.

2.2.4 Alignment

Density of 3D structure is mainly linked to alignment performance. The huge

advantage of monolithic integration compared to other 3D integration schemes

mainly relies on the fact that the alignment performance between layers only

depends on lithographic alignment capability. The overlays of bottom active

level with bottom gate level and top active layer are displayed in Table 2.2.

We clearly observe that the alignment performance is not degraded for the

upper level location. This enables connections at the transistor scale.

Table 2.2: Alignment performance with a 248 nm stepper for bottom gate on

bottom active and top active on bottom active. σ is the standard deviation of

the overlay measurement. [86]



2.3. Standard Cell Transformation Techniques 37

2.3 Standard Cell Transformation Techniques

In this section, I discuss three methods of modifying a traditional planar (2D)

standard cell to a 3D standard cell. Using the first method (intra-cell stacking
transformation), a planar cell is mapped into a 3D cell by realizing the pull-up

network (all p-type devices) of the cell on the top active layer and pull-down

network (all n-type devices) on the bottom active layer. In the second method

(intra-cell folding transformation), the planar cell is folded across different

layers by realizing parts of the cell in different layers while keeping the cell

height similar to the planar case. The third method (cell-on-cell stacking

transformation) modifies the layout of the standard cells in a way that they

can be stacked on top of each layer. For all the transformations discussed

in this section, I define the height of the cell (standard cells) as the vertical

distance between the power and ground rails (see Fig. 2.12), and the width

of the cell as the space occupied in the horizontal direction when considering

the footprint of the standard cell.
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Figure 2.12: Example of a standard cell illustrating the height and width of

the cell.

2.3.1 Intra-Cell Stacking Transformation

Standard cells implement pre-defined logic functions (for example, NAND

gates, NOR gates, and flip-flops) and have fixed height but varying widths.

The structure of a typical 2D standard cell layout is shown in Figure 2.13a.

The power and ground rails are located at the top and bottom end of the cell.
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Figure 2.13: (a) Typical cell in 2D configuration (b) intra-cell transformation,
in two active layers, by realizing pull-up network on the top layer and pull-
down network at the bottom layer (c) Cross-sectional view of the two active
layers with the metals (IM and M1) for realizing PUN and PDN of the cell.

Active region height (HACT) of the cell is where the transistors are fabricated.
The distance between two diffusion regions is called diffusion gap region, where
the input pins are placed. Since 3DMI technology offers multiple active layers
adjacent to each other, the layout of the standard cell can be folded in multiple
layers [87], [40]. For instance, as illustrated in Figure 2.13b, p-type devices are
realized on the top active layer and n-type devices on the bottom active layer.
Since the p-diffusion is typically wider than the n-diffusion, the active region
height for a 3D cell (HACT3D) is limited by the height of the p-diffusion (HPdiff).

In the above transformation, the reduction in height of a 3D cell is due to
the n-diffusion region. Moreover, there can be a slight increase in the space
needed for input-output (IO) pins in the 3D layout, as the design rules should
be followed, considering the close proximity of wide power rails. The active
region (in green) with horizontal stripes represents a p- active region, whereas
the green vertical stripes represent the n-active region. The overlap between
these two active regions, realized in two different layers, has a gridded pattern.

2.3.2 Intra-Cell Folding Transformation

In the previous transformation, we have seen that the height of the standard
cell was altered in both the cases. However, we can also envisage a 3D cell,
built across multiple active layers, by folding the width of the standard cell.
Unlike realizing the p-type and n-type devices in two different layers, in this
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Figure 2.14: (a) Two input NAND cell with a high drive strength having
finger transistors (b) corresponding cell built in 3D with intra-cell folding
transformation where the fingers are realized in the bottom/top active layer.

transformation I fold the gates and fingers of the cells across two different
layers. For example, consider a two input (inputs A, B) NAND gate. The
width of the cell can be folded by realizing the gate A in the bottom layer and
gate B in the top layer. The benefits of this transformation can be maximized
when applied to cells with high driving strength, where the large transistors
are implemented by multiple fingers.

Figure 2.14a shows a 2-input NAND with high driving strength. With
intra-cell folding transformation, I realize the fingers in the top active layer
thereby resulting in a compact cell as shown in Fig. 2.14b. The layout to the
left of Fig. 2.14b is a part of the NAND gate placed at the bottom layer.
The dotted line represents the electrical connections between the top cell
part and the bottom cell part. Both of the parts are connected to form a 3D
cell. Unlike the intra-cell stacking transformation, where the gain in height
is constant through out the library, the gain in width with intra-cell folding
transformation varies depending on the type of the cell, number of inputs
(fan-in) to the cell and the driving strength (fan-out) of the cell.
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2.3.3 Cell-On-Cell Stacking Transformation

To achieve truly stacked cells, I propose the method of cell-on-cell stacking.
In cell-on-cell stacking, instead of distributing the diffusion regions of the cell

in two active layers, the cells are realized with one active layer and one metal

layer, but such cells can be placed on top of each other. One of the main

challenges for this approach is to access the IO pins of the bottom cell from

the top metal layers (for instance metal 2) without short-circuiting the IO pins

of the cell placed on the top active layer. Figure 2.15 illustrates an example of

cell-on-cell stacking of two cells on top of each other. Figure 2.15(a,b) show

a 2-input NAND gate, realized in the top active layer and the bottom active

layer such that pin access can be maintained. The intra-cell routing (ICR) of

the bottom cell is realized with the intermediate metal layer in between the

active layers. Tungsten is used for ICR of the bottom cell, whereas copper is

used for the top cell. I did not observe any considerable delay degradation of

the bottom cell when compared to the similar cell realized in the top layer.

This attributes to the fact that transistor delay plays a leading role, when

compared to the local interconnect delay coming from intra-cell routing, in

determining the overall delay of the cell.

In order to access the IO pins of the bottom cell to the top metal layers,

extra space is allocated in the top active layer. For instance, the IO pins
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layer (b) corresponding cell in the bottom active layer, and (c) Cross-sectional

view of the two active layers with the metals (IM and M1) to realize the cells.
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of the top cell are placed in between the power and ground rails (VDD and
GND rails in Fig. 2.15). Whereas, the IO pins of the bottom cell are placed
beyond the rails. Hence the cell height (or footprint) has to consider the
additional space for the IO pins coming from the bottom cell and also the
respective design rule for avoiding conflicts (DRCcontact) with the IO pins of
the neighboring cell. This leads to an increase in the standard cell height.

2.4 Planar-to-3D Library Mapping

Until now I have explained various cell-transformation techniques. In this
section, I focus on the implementation details of these transformations. Figure
2.16 shows the three approaches to realize a 3D standard-cell library from a 2D
library. Table 2.3 compares the standard-cell height of existing 2D standard
cell libraries before and after the cell transformation. I have benchmarked
across three important cell libraries at 45 nm and 65 nm technology node. The
intra-cell folding transformation does not have any impact on the height of the
standard cell, however only affects the width of the cells. Table 2.4 presents
the percentage improvement in width of the folded cells when compared to the
2D cells, while mapping the 45 nm Nangate 2D cell library [88].
Few key observations from 2D to 3D cell transformation:

• By intra-cell stacking, all the cells are spread across two active layers,
thereby making a 3D cell library. On average, I observe 30% reduction
in the standard cell height with intra-cell stacking. The height of the
standard cell is directly related to the footprint of the circuit. Hence
a 30% reduction of the cell height leads to almost 30% reduction in
the overall area. However, in current technologies the performance of a
circuit is more important than the area. With 3D cells, I envisage signif-
icant decrease in the interconnect length as an outcome of the reduced
footprint. One of the primary advantages of this transformation is the
ease of integration with existing design flows, since the only design effort
required is building the 3D cell library. The CAD part for realizing the
logic-to-layout (RTL-to-GDSII) flow does not need any alteration, as the
physical design tool when solving the placement problem models the cells
as rectangular boxes with the IO pins located at the center of the box.
In other words the placement tool does not differentiate a 2D cell from
a 3D cell.

• With intra-cell folding, the cells are built in a 3D manner by folding the
width of the cell while keeping the height constant. From Table 2.4 we
can see that the gain in width depends on the type of cell, fan-in and
fan-out of the cell. Consequently this transformation cannot be justified
for small cells (e.g., inv, nand2, nor2. . . etc.). However, maximum area
gain can be achieved for complex gates (e.g., flipflops) and cells with
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Figure 2.16: 2D to 3D Cell Transformation.

Table 2.3: Normalized height of existing standard cell libraries before and after

cell transformation.

high driving strength. Hence, the total area gain (the sum of the device

area and the metal routing area for a benchmark circuit) is not uniform

unlike with intra-cell stacking transformation. The physical design flow

for handling these cells is similar to the intra-cell stacking case, where

traditional 2D placement tools can be employed.

• Cell-on-cell stacking leads to 25% increase in the cell height. However, in

this case all the cells occupy one active layer and, therefore, one cell can

be placed on top of the other. Hence, with 25% increase in the footprint

of the cell, we can accommodate 2X the number of cells in the two

active layers. Moreover, the number of the neighboring cells is doubled

as compared to the 2D or intra-cell implementations. Figure 2.17 shows

the cells with their immediate and next neighboring cells for all the
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Table 2.4: Percentage improvement in width of the standard cells before and
after the folding transformation.

cases. The design effort for cell-on-cell stacking is higher as the number
of cells is doubled, for the top and bottom active layers. Moreover, a
new physical design tool is needed to place the cells in multiple active
layers.

• For all the above cell transformation techniques we can observe that the
IO pin density is increased per unit area. Hence designs with low to
moderate routing needs can benefit from these techniques. On the other
hand, for design requiring high routing resources, coarse-grain (block-
level) partitioning is advisable.

Figure 2.17: Neighboring cells in the case of planar, intra-cell and cell-on-cell.

2.5 Chapter Contribution and Summary

This chapter sets the background with the state of the art 3DMI technology.
3DMI technology offers 3D contacts in the range of ∼100 nm, thereby enabling
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fine-grain circuit partitioning across multiple layers. At the design level, this

thesis sets its focus on 3DMI applied to ASIC designs.

This chapter explores for the first time the cell-transformation techniques

specific to fine-grain 3DMI circuits. A novel design technique cell-on-cell
stacking is proposed, which enables overlapping of planar standard cells on

top of each other without any pin conflicts. In addition, this chapter also

contributes to studying various other standard cell transformation techniques

(intra-cell stacking and intra-cell folding). All the three cell transformation

techniques are analyzed to study the improvement in performance for each of

these techniques.

At the standard cell abstraction, the area benefit achieved by all the three

cell-transformation techniques are fairly comparable. However, in order to

understand the true benefits of these techniques, a complete physical synthesis

flow studying big benchmark circuits is needed. Existing 2D placement tools

can be employed for both the intra-cell design techniques. Nevertheless for

cell-on-cell stacking, a 3D placement tool is required. The following chapter

deals with this aspect, where a novel physical synthesis tool is proposed for

cell-on-cell stacking.
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for 3DMI Circuits 3
Chapter 2 proposed various standard cell transformation techniques, which
can be employed to realize ASICs. While, intra-cell design technique is
compatible with the existing 2D physical synthesis flow, cell-on-cell stacking
needs a new placement tool to partition the circuit across two active layers.
A novel placement tool, CELONCELPD, targetted to cell-on-cell stacking, is
proposed in this work. With the help of both INTRACEL and CELONCEL
physical synthesis flows, various cell transformation techniques are studied
and benchmarked with planar CMOS technology.

The chapter is organized as follows. After discussing the state of the art
of 3D placement tools for 3DMI technology, an overview of the complete
physical synthesis flow for various cell transformation techniques (see Section
2.3) is presented. Next, our new placement tool for 3DMI circuits (called
CELONCELPD) is studied in depth. Then, with the help of INTRACEL
and CELONCEL design flows, various cell transformation techniques are
benchmarked with planar Si-CMOS technology at 45 nm node. Finally,
the chapter is concluded by discussing the results and by overviewing the
contributions from this part of the thesis.

3.1 State of the Art

In recent years, there has been extensive work in developing new physical
design tools for 3D IC design [41], [42], [43]. However, all these tools are
mainly linked to the 3D TSV technology. 3D monolithic integration has seen
substantially less research effort at the CAD level. In this thesis, I bring
3DMI technology to ASIC design.

45
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Many authors have solved the placement problem for 3D circuits by
incorporating the width of the 3D contact into their wirelength optimization
formulation [89]. Hence for wide 3D contacts, as in the case of TSVs (500 -
1000 nm), apart from minimizing the average wirelength of the circuit there is
also a need to reduce the usage in the number of 3D contacts. At a CAD level,
the only difference between 3D TSV and 3DMI technology is the size of the
3D contact. Hence, one might argue that existing 3D placement tools can be
applied to solve the placement problem for 3DMI circuit. However, the idea
of one placement tool for all 3D circuits is not practical, as technology details
needs to be taken into account. For instance, in 3DMI technology (see Section
2.2) the intermediate metal layer between the active layers is Tungsten, as it
has a high thermal coefficient when compared to Copper. However, Tungsten
is three times more resistive than Copper, thereby making it more suitable for
local routing (for example routing within the standard cell) than for general
routing connecting neighboring cells. Additional technology features add to
the design complexity, hence we need new CAD tools, especially physical
synthesis tools, to bridge the time gap for designers. With this work, I take
the first step towards providing a complete design flow for 3D monolithic
technology. CELONCEL design flow, comprising of CELONCELPD and
CELONCELLIB, can be integrated into the traditional 2D design flow.

Previous research work on 3D physical design adopts existing 2D place-
ment tools for placing cells across multiple active layers [89], [90], [91],
[42]. However, researchers have mainly focused on placement for 3D TSV
technology with an objective of reducing the estimated wirelength of the
placed netlist with an additional constraint on minimizing the number of
TSVs. In the work by Deng et al., the authors have adopted CAPO [90] to
partition the circuit across multiple layers [89]. By reducing the weight of the
TSVs in their problem formulation the authors briefly cover the placement
problem for 3DMI technology.

This work differentiates from the existing work in many folds. First, the
design technique proposed is closely linked to the current technology. Second,
the CELONCELPD presented in this work does not modify the 2D placement
engine; however it acts as a wrapper around the 2D placement engine to place
standard cells in 3D. For instance, the state of the art physical design tools
have been developed and tuned over a decade [91], [92], [90], [93] and separate
customization of the tools for different technologies can be very expensive, if
not adapted carefully. Compared to academic placers, industrial placers (e.g.
Cadence Encounter, IC Compiler etc.) offer complete physical synthesis flow
(with steps such as buffer insertion, gate sizing, fanout optimization, repeater
insertion etc.) for advanced timing closure. Hence, in this work I build
CELONCELPD as a wrapper around the industrial placement engine [93]
(Cadence Encounter) to study timing benefits of various cell transformations
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techniques related to 3DMI technology. However, the proposed placement

technique is also compatible with other existing 2D placement engines.

3.2 Design Flow for Various Cell-Transformation

Techniques

Figure 3.1 presents the IC design flow, from logic-to-layout, for cell-on-cell
and intra-cell transformations. Both intra-cell stacking and intra-cell folding
transformation map a 2D cell to a 3D cell. “INTRACELstack Library” and

“INTRACELfold Library” shown in the figure correspond to the 3D libraries

designed by intra-cell stacking and intra-cell folding transformations. One of the

key advantages of these techniques is the usability of the existing physical synthesis

tools. INTRACEL design flow presented in Fig. 6.3b is similar to the conventional

2D design flow, with an extra design effort in building the 3D cell libraries. In the

rest of this chapter I refer to INTRACELstack and INTRACELfold as design flows

for the two intra-cell techniques.

On the other hand, for cell-on-cell stacking transformation, new blocks are

incorporated into the existing physical synthesis design flow. The CELONCEL

design flow is presented in Figure 3.1a. CELONCELLIB is a novel standard library

with the cells designed by cell-on-cell stacking (see Section 2.3). CELONCELPD has

four main steps in the flow. The details of each step are described in the following

section. The first two steps, DEFLATE and INFLATE transformations, help in

employing existing 2D placement engines as a core placement tool. The physical

information of the standard cell library (e.g. LEF file for Cadence tool flow) is

altered with DEFLATE transform. The width of the cells is reduced by half. At

this stage most commercial/academic placement tools can be used to generate a

virtual seed placement without any overlap among the transformed cells. With the

INFLATE transform, the width of the cells is doubled in the seed placement result.

This generates overlaps among the neighboring cells. The next step is ACTIVEASSN

that performs the active layer assignment of the cells. This step reduces the overlap

among cells by an order of magnitude. Finally, minimum perturbation legalization

is done to remove rest of the overlaps in the step LEGALIZE thus completing the

placement.

3.3 Placement Tool: CELONCELPD

From Section 2.4, we observe that existing 2D physical synthesis tools are sufficient

for both the intra-cell transformations. In this section, I explain the various steps of

CELONCELPD, a novel physical synthesis tool for cell-on-cell transformation. The

key assumption I take forward with the cell-on-cell stacking is that the footprint

and the delay of the cell, when placed in the top or bottom active layer, does

not alter. Based on this, I conjecture that during physical synthesis the choice of

active layer for each cell can be abstracted as a purely overlap issue without any
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Figure 3.1: Logic-to-Layout Design Flow for (a) cell-on-cell and (b) intra-cell
transformations.

impact on timing of the design. Once the active layer oblivious layout is obtained,

the choice of active layer is made by a dedicated step. One of the critical benefits

of isolating layer assignment and placement is that several physical synthesis

steps that run during in-place timing optimization within placement can be

performed transparently. These steps include aggressive buffer insertion, gate siz-

ing, cell replication, clock tree generation, clock buffer placement, latch resizing, etc.

3.3.1 Initial Transformation: DEFLATE

The DEFLATE transformation generates a virtual cell library from a given real

cell library such that cell dimension and pin location are modified. Since I consider

two active layers in our work, I shrink the width of each cell by half. Note that, to

avoid placement errors, I need to scale down the x-coordinates of the pin geometry

defined for such a cell. Figure 3.2 shows an example of a 2D cell undergoing this

initial transformation. At this stage, I run any 2D placement engine to generate

legalized placement consisting of transformed cells. Previous works such as [94],

[95] have used the concept of cell expansion/deflation for congestion alleviation and
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transforming placement with blockages to contiguous placement respectively.
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Figure 3.2: DEFLATE transformation applied to all the library cells.

Algorithm: DEFLATE

Input: Celoncel.lib, Celoncel.lef

Output: Virtual.lib, Virtual.lef

for each cell SC in Celoncel.lib and Celoncel.lef

Scale down the width of SC by 50%

Scale down the pin coordinates of SC by 50%

end

Write modified cells as Virtual.lef and Virtual.lib

Update verilog to use modified cell variant

/* Virtual.lib and Virtual.lef are employed by the 2D placement engines to

do the initial placement of the benchmark circuits */

3.3.2 Second Transformation: INFLATE

The INFLATE transform takes the placement information from the solution

of a commercial placer on the virtual library and applies an inverse transform

such that the width of the cells is expanded back to their original size. While

doing this expansion, I assume that the center of the cell remains fixed. Due

to expansion of the width of the cells, it is possible that part of some cells

may lie outside the floorplan area. INFLATE also snaps such cells inside the

placement area. Once the width of all the 2D cells is doubled, the placement has

a huge number of overlaps. All the cells are now placed in only one active layer

oblivious of the availability of another active layer. Figure 3.3 shows an example

of few cells, placed in two neighboring standard cell rows (i and j ), undergoing

INFLATE transform. The center of all the cells (for example O1, O2 and O3

in the figure) remain fixed while undergoing the INFLATE transformation. The

corresponding overlap and whitespace for both the rows are shown in the Figure 3.3.
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Figure 3.3: INFLATE transformation shown for neighboring standard cell
rows (i and j ). The width of the cells is doubled, while keeping their centers
(e.g. O1, O2 and O3 ) fixed. Morphing the cell width leads to overlaps and
whitespace between the cells.

Algorithm: INFLATE

Input: initial placement /* initial placement is the layout from 2D Place-
ment tool for a chosen benchmark */
Output: inflated placement
for each cell C in initial placement
Scale up the width by 50% keeping its center of gravity fixed
if C not entirely in the die area /* Fix expanded cells protruding the die
area */
snap C to be inside the die
end

end

Write modified cells as inflated placement

3.3.3 Active Layer Assignment

This step assigns the active layer of each cell with the objective of minimizing the
overlap with the neighboring cells. During this stage, I assume that all cells are
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fixed in their active area plane at locations determined by the placer and only their
z dimension (i.e. active layer) can be modified. This problem can be formulated as
a zero-one linear program (ZOLP). Solving one large ZOLP for the entire chip is
impossible due to runtime issues. However, owing to the structure of the placement
and the type of overlaps resulting due to INFLATE transform, I decompose the
active layer assignment of all the cells as sequence of active layer assignment of
each circuit row independently without sacrificing the optimality of the solution.
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Figure 3.4: Active layer assignment shown for neighboring standard cell rows (i
and j ). Overlap between the cells is removed by assigning the cells to different

active layers with the help of the ZOLP formulation. Whitespace between the

cells helps in forming small clusters to speed up the ILP.
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Algorithm: ACTIV EASSIGN

Input: inflated placement /* initialPlacement is the layout from the
INFLATE transform */
Output: Place layer0, Placer layer1

for each row R in inflated placement

let CELLS be the cells in R
Scan CELLS from left to right creating nonoverlapping clusters C
end

for each cluster C of independent cells
solve ZOLP minimize Overlap(C) to get active layer coordinates for the
CELLS in C
end

for each active layer L /*2 in our example */
Write the (x, y) coordinates of the Cells assigned to L

end

The objective function to minimize is the remaining overlap after active layer
assignment is performed. A small remaining overlap directly means less movement
of cells from their optimal location, determined by the placer, during the legalization
step. Consider a floorplan with N standard cell rows of width Wrow. Let us denote
the set of cells laying in a circuit row i by Ci. Further, let OV(a,b) denote the 2D
overlap between two cells a and b in the row. For each cell a, let Xa be the binary
variable whose value determines the active layer in which the cell a will reside in
the 3D layout, and Wa be the width of the cell a. With this terminology, the ZOLP
can be formulated as:

min
�N

i=1

��
OV (c1, c2)(Xc1

�̄
Xc2))

�
(c1, c2 ∈ Ci)

s.t.
�

Xc ×Wc ≤ Wrow c ∈ Ci�
(1−Xc)×Wc ≤ Wrow c ∈ Ci

Xc ∈ (0, 1)

The possible overlap between two cells is multiplied by the XNOR (
�̄

) of the
binary variables associated with their layer assignment. Thus, only when the two
cells are assigned to the same active layer, the corresponding overlap value adds to
the cost function. The two set of constraints of the above formulation are to bound
the cells within the footprint of the standard cell row in which they are placed.
Figure 3.4 shows the active layer assignment of the inflated placement from Figure
3.3. The overlap between the neighboring cells is removed by spreading the cells
across the bottom and top active layers. The cells in the row i0 and j0 are assigned
to the bottom active layer and cells in the row i1 and j1 are placed in the top active
layer. Note that XNOR implies multiplication of two variables thus the formulation
is no longer linear but quadratic in nature. However, by virtue of the variables
being binary, each quadratic term can be decomposed into linear terms by adding
an auxiliary binary variable as follows. Let XA and XB be the two binary variables
whose product (i.e. XA×XB) appears in the cost function expression. Introduce a
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new binary variable XAB such that:

C1 : XA +XB ≤ 1 +XAB

C2 : (1−XA) + (1−XB) ≤ 2− 2×XAB

By replacing XA×XB by XAB, and adding the above constraints to the ILP, the
new problem formulation avoids multiplication of binary variables. For example,
when XA = 0 and XB = 0; XA×XB = 0. Constraint C1 leads to 0 ≤ 1 + XAB i.e.
-1 ≤ XAB. This does not force XAB to a unique value, both XAB = 0 and XAB =
1 satisfy the equation -1 ≤ XAB. With the constraint C2, when XA = 0 and XB =
0, we have XAB ≤ 0. Hence with the two constraints, C1 and C2, binary variable
XAB is similar to XA×XB. A truth table with the various combinations of XA and
XB is presented in Table 3.1.

Table 3.1: Truth table

ZOLP Speed Up: The number of binary variables in the ZOLP above is equal
to the number of cells in a circuit row. For big benchmarks and real world designs,
this number can be in the order of several thousands. To alleviate this problem, I
decompose the ZOLP problem by finding independent clusters as follows. I scan the
layout of a row from left to right. Any time a whitespace is encountered, the ZOLP
problem of the cells on left of the whitespace is solved independently to the ZOLP
problem of the cells on the right. This is because during the active layer assignment
cells cannot move in the 2D plane thus the cells on both sides of a whitespace
cannot generate new overlaps between them and can be treated independently.
For example, in Figure 3.4, two independent clusters (CLSj0 and CLSj1 ) can be
identified in the row j (CLSj ) formed by the whitespace separating both the clusters.

3.3.4 Legalization

Major overlaps are minimized in the layer assignment phase. However some overlap
may still remain, mainly due to different sizes of the cells. I perform legalization to
remove these overlaps by minimizing the cost function that is the total displacement
of all cells in their own active layer from the optimal location determined by the
placement tool (note that ACTIVEASSN maintains the location of the cell). For
this objective, the problem can be decomposed into solving each row independently
without loss of optimality of the overall solution. For each row, legalization can be
cast as a linear program as described next. Let us denote the set of cells lying in a
circuit row on active layer 0 by CLS0 and active layer 1 as CLS1. Further, let the
original and post-legalization x-location of cell a be denoted by XO(a) and X(a)
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respectively. Thus, the magnitude of movement of the cell is (X(a) − XO(a)) due
to legalization. Note that during legalization no cell changes its circuit row or active
layer therefore the y and z coordinate of each cell do not change due to legalization.
I also denote the width of cell a by W(a) and the cell on its right side on the same
active layer by RT(a). The leftmost and the rightmost cell in the row are denoted
by L0 and R0 for the bottom active layer, L1 and R1 for the top active layer. The
x-coordinate of the left and right extreme of the span of the row is represented by
START and END. With this terminology, the LP for legalization can be written as:

min
�

|X(a)−XO(a)| ∀ a ∈ CLS0 ∪ CLS1

s.t. X(a) +W (a) ≤ X(RT (a)) ∀ a ∈ CLS0

X(L0) ≥ START

X(R0) +W (R0) ≤ END

X(a) +W (a) ≤ X(RT (a)) ∀ a ∈ CLS1

X(L1) ≥ START

X(R1) +W (R1) ≤ END

The cost function is the sum of the displacement of all cells. The formulation
can be easily changed to minimizing the largest displacement (instead of current
form to minimize total displacement). There are two sets of constraints for the LP,
one for each active layer. Though the function (X(a) − X0(a)) is non linear, the
above LP can still be solved by replacing the function by a variable MOVEa and
the following constraints can be added:

X(a)−XO(a) ≤ MOV Ea

X(a)−XO(a) ≥ −MOV Ea

Adding the above constraints forces the variable MOVEa to behave like the
absolute distance between X(a) and X0(a) when the objective is to minimize X(a)

− X0(a).

After the LP has been solved and the critical cells enlarged, there may be
overlaps between the expanded critical cells and their neighboring non-critical cells.
This overlap needs to be removed through legalization. In view of the general
philosophy of perturbing the minimum amount of interconnects and cells, I propose
Algorithm (Legalize) which remove overlaps while shifting the least number of cells
by minimum displacement to get a legalized placement.



3.4. Experimental Setup 55

Algorithm: Legalization

Input: Place layer0, Place layer1
Output: legalPlace bot, legalPlace top
for each each active layer L
Write LP for Legalization of L
Solve LP to get new coordinates

end

Run legality checker to ascertain legal layout

Write the def file for bottom and top active layer

3.4 Experimental Setup

The core components shown in Figure 6.3 were written in C++ and compiled with

g++ 4.4.4. I used open source MILP solver Gurobi [96] as our ZOLP and LP solver

engine. Synopsys Design Compiler (A-2007.12-SP4) [97] was used for mapping

the RTL of the benchmarks onto the target standard cell library. Cadence SOC

Encounter (v8.1) [93] was used as the physical synthesis engine to generate the

virtual seed placement. Timing analysis was performed with Synopsys PrimeTime

(D-2009.12-SP2) using the capacitance table of the standard cell library. In

this study I have mapped the open-source 45nm Nangate (v1.3) [88] library to

different 3D libraries by changing only the physical attributes of the cell. For

a fair comparison to study the interconnect delay for all the four cases (2D and

all the three 3D variants) I assume similar delay characteristics for all the cells

while the physical attributes vary depending on the layout style. INTRACELstack

has cells, built in 3D by intra-cell stacking transformation, with 30% less height.

INTRACELfold has cells built in 3D where the width of the cells is altered as per

the discussion presented in Section 3.3. CELONCELLIB has cells, which are 2D

cells with a capability of either accommodating a cell on the top or below, that

span 25% more in height.

To evaluate the performance of the various cell transformations for 3DMI

technology, I used a broad range of designs, from interconnect dominated circuits,

such as low density parity check (LDPC) decoder, to the complex synthetic design

b19, comprising of almost 100K nets. The majority of the designs are obtained

from the open-source design library [98], while the big synthetic design b19 is

taken from the ITC99 suite [99]. The design parameters are given in Table 3.2,

which report the number of nets, cells, and pins in the input RTL of the benchmarks.

The last column (Dmin) indicates the minimum possible delay achievable if no

changes in the circuit netlist are allowed during placement. This value was obtained

by performing timing analysis of the benchmark with the value of interconnect

resistance and capacitance set to zero. In the absence of any netlist change (i.e.

resizing, buffering, logic duplication etc), the virtue of a placement can be gauged



56 Physical Synthesis Tool for 3DMI Circuits

by observing how closely the post-placement timing, tracks Dmin for the circuit.
Note that, if netlist changes are allowed, the physical synthesis engine can achieve
delays lower than Dmin. However, in that case the number of nets, cells, and pins
can change.

CELONCELPD is configured in three modes: in the first mode, wirelength-driven
placement is run, in the second mode, timing-driven placement is run, and in
the third mode, timing-driven optimization along with in-place optimization is
run which performs various optimizations such as buffer insertion, gate sizing,
cell replication, etc. Note that Dmin sets the starting seed value for timing
optimization. In order to check the runtime of the complete CELONCELPD design
flow, I have created bigger benchmarks (around 2M gates) with multiple instances
of the existing benchmarks (Table 3.5).

Table 3.2: Characteristics of benchmarks used in our experiments. The
columns denote the number of nets, cells, and pins. Dmin gives the delay
of the circuit under ideal interconnect conditions (with Resistance and Capac-
itance set to zero).

Cell characterization

In this work, I assume similar device characteristics for all the active layers. For
example, consider a 45nm thin-box silicon-on-insulator technology for the top and
bottom active layers. This assumption facilitates us to evaluate the impact of
interconnect parasitic on the cell delay. In the case of intra-cell transformations,
the intermediate-metal is not employed for routing the cell. Hence the delay of the
3D cell is similar to the 2D cell. However, the physical attributes of the 3D cell
differ from the respective 2D cell depending on the applied intra-cell transformation
technique (either intra-cell stacking or intra-cell folding). In the case of cell-on-cell
transformation, every cell (X ) in the standard cell library has two versions, Xtop
(cell X placed in the top layer) and Xbottom (cell X placed in the bottom layer).
Hence the number of cells in the standard cell library is doubled. All the bottom
version of the cells employ highly resistive intermediate-metal (Tungsten) layer for
cell-routing, whereas the top version of cells employ regular metal (Copper) for
intra-cell routing. I characterized few complex cells by taking into account the
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layout parasitics (using Calibre xRC [100]). I observe negligible delay degradation
(less than 0.1%) for the bottom cell compared to the top version of the cell because
of the high resistive intermediate metal layer. This agrees with the fact that the
impact of local interconnect on the delay of the circuit is minimal. Hence in this
work, I assume similar delay characteristics for the top and bottom cells. It has to be
noted that the footprint of the top and bottom cell is kept the same (see Section 2.3).

3.5 Results and Discussion

In this section, I present the performance improvement when mapping a 2D circuit
to 3DMI technology with three cell transformation techniques discussed in this
thesis, namely INTRACELstacking, INTRACELfolding and CELONCELstacking.
Firstly, I study the performance gain in terms average wirelength after placing
the circuit. Similar to the existing 3D placement tools, based on TSV technology,
I run the CELONCELPD in wirelength-driven placement. Secondly, I study the
improvement in the timing of the circuits, when driven in timing-driven placement
mode. With the help of in-place optimization mode, I also study the timing
improvement after physical synthesis techniques like buffer insertion, gate sizing,
repeater insertion, and cell replication.

3.5.1 Area Comparison

In the first instance, I compared the area gain of the various 3D transformations
with the 2D case. Figure 3.5 shows the percentage improvement in total chip
area. Note that the area analysis presented here is carried under wirelength-driven
optimization mode. Intra-cell stacking decreases the cell height by 30%. The
reduced cell height reflects in the increase of the number of standard cell rows for a
given floorplan. Hence we can observe a 30% area gain. In the case of cell-on-cell
stacking, the cell area is increased by 25%, however, we have twice the floorplan
area to stack the cells on top of each other. Hence, an overall chip area improvement
of 37.5% is achieved with cell-on-cell stacking. On the other hand for intra-cell
folding transformation, the decrease in area depends on the type of the cell and
its respective fan-in and fan-out (see Section 3.3). Reduction in the area of the
benchmark circuit depends on the number of area-efficient cells in the synthesized
netlist. For example the best transformation technique for Ethernet circuit is
intra-cell folding as reflects in the circuit depends on the number of area-efficient
cells in the synthesized netlist. For reduced wirelength as well as improved timing.
From Figure 3.5, I observe that with the CELONCEL flow we achieve better area
gain when compared to the INTRACEL flow for most of the designs, with an only
exception of Ethernet benchmark. Among the two intra-cell techniques, intra-cell
folding fairs to be a better choice.
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3.5.2 Wirelength-driven Placement

In the wirelength-driven placement mode, the physical design tool places the
cells of the given netlist in such a way that the average interconnect length is
minimized. Table 3.3 reports the average wirelength for the various benchmark
circuits. When comparing all the benchmark circuits, it can be inferred from the
table that interconnect plays a dominant role in LDPC decoder. Though the
number of cells and nets are similar for LDPC and ethernet circuits (see Table
3.2), the average wirelength for LDPC circuit after placement phase is 3.5% higher
than ethernet. Percentage improvement in wirelength, for all the benchmarks,
when employing intra-cell and cell-on-cell design techniques is plotted in Figure
3.6. In general, the results for cell-on-cell are better than intra-cell techniques.
The average improvement in wirelength over a 2D case employing CELONCEL,
INTRACELstack, and INTRACELfold are 16.2%, 10.5%, and 13.9% respectively.

3.5.3 Timing-driven Placement

In the timing driven placement mode, the placer is allowed to move the cells to
reduce timing without changing the netlist in any manner. Simulation results for
timing-driven optimization are summarized in Table 3.4. In this table I report
total wirelength, total power, and critical path delay of different benchmarks. All
numbers are reported using Cadence Encounter (EDI) v9.1 (2010 release). The
power numbers include all components of the power dissipation namely leakage
power, switching power, and internal power. Due to smaller die sizes when
CELONCEL or INTRACEL flows are used, I conjecture that critical path delay
should also decrease accordingly. Averaged over all benchmarks, the critical path
delay of the circuit using the CELONCEL flow is 6.1% smaller than the 2D circuit.
However, the INTRACELstack does not exhibit any consistent trend compared
to the 2D case with the average improvement in the critical path delay by less
than 1%. On the other hand, INTRACELfold shows consistent gains similar to
CELONCEL case with an average improvement of 5%. For this set of experiments,
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Figure 3.5: Percentage improvement in the total area for all the cases.
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Table 3.3: Improvement in Wirelength of the benchmark circuits subjected
to wirelength-driven optimization.
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Figure 3.6: Performance improvement in wirelength of various benchmark cir-
cuits when subjected to wirelength-driven placement.

the timing constraint for each benchmark was set to be equal to the theoretical
maximum performance that can be achieved. The maximum performance is
obtained by setting interconnect resistance and capacitance equal to zero and
running the timing analysis.

The percentage improvement in performance (wirelength, delay, and power)
for all the benchmarks is plotted in Figure 3.7 and Figure 3.8. From Figure
3.8, I observe that the timing optimization has almost no impact in the case of
LDPC decoder. The 2D and 3D cases achieve very similar delays. This could be
attributed to the dominance of interconnect for LDPC circuit. Though the delays
are similar, the overall power consumption is reduced for all the 3D cases when
compared to the 2D case (shown in Figure 3.8). For instance with cell-on-cell
transformation, LDPC decoder consumes 10.5% less power compared to the 2D case.
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Figure 3.7: Performance improvement in wirelength of various benchmark cir-
cuits when subjected to timing-driven placement.

3.5.4 Timing-driven with in-place Optimization

For completeness, I have also looked into the timing driven placement with in-place
optimization. This case study showcases the adaptability of the CELONCEL design
flow with the existing 2D placement engines. With in-place optimization, the
placer has the flexibility to apply any synthesis or timing optimization transforms
to the netlist on the fly to improve the timing. For these set of experiments, I
set the timing constraint corresponding to an unachievable speed (10 GHz). In
this manner, I test the best performance that each of the techniques can produce.
Compared to the 2D case, employing CELONCEL can reduce the critical path delay
even further by 2.75%. Similarly, by using INTRACEL, the critical path delay can
be reduced by approximately 2.7%. Note that this improvement in critical path de-
lay is additional to the best solution obtained using the 2D case, thus hard to obtain.

Figure 3.9 shows the reduced delay of LDPC circuit with in-place optimization
in all the cases (2D and 3D cases). With cell-on-cell transformation the minimum
possible delay of 2.129 ns is realized. Though the 2D case has a slight better delay
over cell-on- cell in the timing driven mode, I see better delay characteristics with
in-place optimization. The reason could be related to the double the amount of
neighboring slots with cell-on-cell stacking. Since more neighboring cells can be
accommodated next to each other (see Figure 2.17). With cell-on-cell, I speed up
the circuit by 13.49% when compared to the 2D case.

3.5.5 Runtime of CELONCEL Placer

All benchmark are run on an Intel Xeon CPU X5650 Linux workstation running
at 2.67GHz. The runtime of the CELONCELPD, running on a single thread,
for various benchmarks in timing driven mode is shown in Table 3.5. The total
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Figure 3.8: Performance improvement of various benchmark circuits when
subjected to timing-driven placement.

time taken by the CELONCELPD is the sum of the time taken by the 2D engine

(Encounter in our experiment) as well as the time taken for solving our ILP

formulation for active-layer assignment and legalization steps.

On an average, active-layer assignment and legalizer takes 11.4% of the total

time taken for 3D placement. Our flow has also been tested for bigger benchmarks

which were created by instantiating many modules of the basic blocks. For the

largest benchmark, DES LDPC B19 10X ( 2M), our ILPs were solved in 8 minutes.

The runtime benefit comes from clustering only the overlapping cells in each row and

solving their respective ILP formulation for active layer assignment and legalization.
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Figure 3.9: Delay reduction of a LDPC decoder with in-place optimization.

Table 3.5: Total runtime with CELONCEL placer, which includes the time

taken by the 2D placement engine and the time taken by active-layer assign-

ment and legalizer step. Benchmarks with * are made up by instantiating

multiple modules into a bigger block. For example B19 10X has 10 instances

of B19. DES LDPC B19 10X has 10 instances of DES, LDPC and B19.

3.6 Chapter Contribution and Summary

In this chapter, a novel physical synthesis flow (CELONCEL) for fine-grain
partitioning of 3D circuits is presented. With CELONCEL design technique, two
planar standard cells can be placed on top of each other without any conflicts in
the input-output pins of the standard cell. However, this needs two variants of each
standard cell, one for the bottom active layer and one for the top layer.
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CELONCELPD is a pre-/post-processor for existing 2D placement engines
which focus on partitioning the circuits across two active layers. CELONCELPD

transforms the monolithic 3D placement problem into a virtual 2D problem solved
using existing 2D placers. A zero-one linear program formulation is used for
assigning planar cells to multiple active layers. It also encompasses a legalizer for
removing the overlap between the cells for each active layer, which allows mini-
mum perturbation in the location of the cells, thereby giving high quality 3D layout.

This chapter also explores circuit level benchmarking of various circuits mapped
with planar (technology mapping) CMOS and 3DMI standard cell libraries at 45
nm node. As compared to traditional 2D physical synthesis flow, with CELONCEL
(compared to planar implementation) I reduce the wirelength, critical path delay,
and the die area by 15%, 6.1%, and 37.5% respectively.

In the near future, co-integration of both 3DMI and 3D-TSV technologies
can be envisaged. The design methodology proposed in this chapter studies the
physical design technique for fine-grain partitioning of circuits, which is feasible
with 3DMI technology and cannot be extended to 3D-TSV technology as the size
of the TSVs is large (around 1000 nm). Hence it is beneficial to apply 3DMI
technology to leverage the benefits from fine-grain partitioning of the circuit and
3D-TSV technology for benefitting from coarse-grain partitioning. This is the topic
of the next chapter.



3.5D Integration: A Cost
Effective Scheme for
Future MPSoCs 4
Two diverse manufacturing techniques for fabricating 3D integrated systems are
vertical integration with through-silicon-vias (3D TSV) and monolithic integration
(3DMI). In this chapter, a hybrid integration scheme is presented that combines
these two approaches, taking into account their existing technology limits, into
a disruptive paradigm called 3.5D integration. This novel integration supports
circuit-partitioning both at the gate and block level showing benefits in performance
and cost. To demonstrate the effectiveness of 3.5D integration, a 288-core multi-
processor system-on-chip is studied and hypothesis are made on the manufacturing
and test cost.

The organization of this chapter is as follows. First, the idea of 3.5D integration
is presented, which is followed by a brief overview of Multi-Processor System-on-
Chip (MPSoC). Next, I extend the concept of 3.5D integration for future MPSoCs
and demonstrate various integration schemes considering a 288-core MPSoC as a
case study. Then, cost analysis for various integration schemes is studied. Next,
performance improvement of an MPSoC is studied by custom technology mapping
of the cores and the communication network. Finally, the chapter is concluded by
overviewing the contributions of this chapter.

4.1 3.5D Integration

3.5D integration is a hybrid integration scheme which synergizes the two diverse
3D fabrication technologies based on 3D TSV and 3D monolithic integration. 3.5D
integration benefits from fine-grain partitioning of the circuit, with the help of
3DMI technology, as well as the coarse-grain partitioning provided by the 3D TSV
technology.

In 3D TSV technology, each active layer, along with its respective interconnect

65
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Figure 4.1: 3D TSV Integration [102].

metal layers, is fabricated separately and is subsequently stacked via TSVs [38, 39].
Due to the alignment issues of the stacked dies, the size of the TSVs is kept large
(1000 nm) in order to ensure electrical connection between the desired points of the
dies. Since the size of the TSVs are relatively high when compared to the size of
the transistors, they are only feasible for coarse-grain (block-level) integration. For
3.5D integration, I consider die stacking employing TSVs [101]. Fig. 4.1 illustrates
two die-stacking techniques for 3D TSV circuits, where multiple dies are stacked
either by face-to-face or face-to-back bonding [102].

On the other hand, 3D monolithic integration, though in the early stage, is
getting attention from various researchers as it promises to provide high-density 3D
circuits [47, 103]. Fig. 4.2a illustrates the cross-sectional view of a first-generation
industrial 3D monolithic technology, in which p-type devices are realized in the
bottom active layer and n-type devices on the top active layer [40]. The two
active layers are connected using a 3D contact which is similar to the conventional
inter-layer vias. Key benefit of this integration scheme is the reduced active
footprint due to small vertical contacts in the range of few 100nm, when compared
to TSV sizes in the order of few micrometers. High-density vertical connection is
a key feature of 3D monolithic integration as it enables fine-grain (i.e., gate-level)
circuit partitioning. In addition, processing n-type and p-type devices in two
different layers adds flexibility for separate technological optimization to boost their
performance.

3.5D integration leverages the key benefits of both 3D monolithic and TSV
integrations. Fig. 4.2b illustrates the synergy between 3D monolithic and TSV
integration, where 3 dies are stacked on top of each other. The connection between
these three dies is realized with TSVs. On the other hand, each of these dies are
realized with 3DMI technology with two active layers. In the rest of this chapter, I
study the benefit of this novel integration scheme when applied to multi-processor
system-on-chip.

The following is the nomenclature used in this chapter:
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Figure 4.2: (a) Transistor stacking with 3D monolithic. (b) Potential 3.5-D
Integration.

• 2D - Planar technology

• 3D TSV - Die-stacking with TSVs

• 3DMI n/p - 3D monolithic integration with n-active layer over p-active layer

• 3.5D - Synergy of 3D TSV and 3DMI n/p

4.2 Multi-Processor System-on-Chip

A Multi-Processor System-on-Chip (MPSoC) is a system-on-chip (SoC) with
multiple processors among possibly other building blocks. MPSoCs, which inher-
ently provide application-level parallelism, evolved as an architectural choice to
overcome the power density limits of single processor systems. In traditional single
processor systems, computational power increased for each new generation due to
the raise in operating frequency as the transistors in new technology nodes were
faster. This leads to increased power densities, which was managed by voltage
scaling techniques. However, as supply voltage scaling has a limited range in new
technology nodes, computation power can only be increased at manageable power
densities. By parallelizing the application onto multiple processors of the MPSoC
and by independently controlling the voltage of each processor, MPSoCs yield high
performance systems when compared to single processor systems.

MPSoCs usually contain multiple Processing Elements (PE) linked by an
interconnection network. The PEs of an MPSoC are related to the applications
and the type of MPSoC. In the case of homogeneous MPSoCs, the PE is a unique
tile which is instantiated several times to form a multiprocessor SoC. On the other
hand, heterogeneous MPSoCs consist of different PEs (processors, memories, I/O
components, and hardware accelerators).
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Figure 4.3: Example of a 3D MPSoC with three stacked layers [108].

MPSoCs are communication centric as the processing elements communicate
over a global interconnect in order to run the application in parallel. Network-
on-Chips (NoCs) have been proposed as a solution, and widely adopted, to the
interconnect design challenge for MPSoCs [104, 105, 106]. A NoC is composed of
Network Interfaces (NI), router and links. The NI decouples computation from
communication functions by forming an interface between the interconnection
environment and the PE. Routers are in charge of arbitrating the data between the
PEs through the links. More details on various NoC topologies can be found here
[107].

In order to mitigate the interconnect delay at advanced technology nodes, future
MPSoCs will integrate multiple layers of active devices on a single 3D chip [12].
Fig. 4.3 illustrates a 3D MPSoC with three stacked layers where the connection
between the different active layers is provided by Through Silicon Vias (TSVs).

4.3 3.5D Integration for MPSoCs

In this section, I consider mapping a generic MPSoC to various vertical integration
schemes described in Section 4.1. For the sake of scalability, all the processing cores
of the MPSoC are interconnected by a homogeneous Network-on-Chip (NoC) [109]
as illustrated in Fig. 4.4. Planar homogeneous MPSoC (depicted to the left of Fig.
4.4) is mapped to 3D TSV, 3DMI n/p and 3.5D integration schemes. Let us assume
that when mapping with 3D TSV technology, the planar MPSoC is partitioned
into K1 layers (see Fig. 4.4). In order to interconnect the processing cores across
various layers, a vertical extension of the NoC, a 3D NoC [110] is required.

Alternatively, 3DMI n/p integration “folds” the cores by fine-grain stacking of
the n-type on top of the p-type transistors, thereby reducing the overall area of the
planar MPSoC by 30% (see Section 4.3.1). Though the transistors are stacked in
3D, the architecture of the MPSoC is similar to the planar MPSoC, where a 2D
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Figure 4.4: Technology mapping from planar 2D to 3D TSV, 3DMI n/p and
novel 3.5D integrations.

NoC is still employed to connect the cores.

In 3.5D integration, I envisage technology mapping with both 3D TSV and
3DMI n/p. First, the planar MPSoC is mapped with 3DMI n/p technology, which
is further mapped with 3D TSV technology. The 3DMI n/p integration increases
the integration density, thereby reducing the footprint of the processing cores.
Consequently, more cores can be placed for a given die area. Several of the 3DMI
n/p dies are stacked with TSVs to produce a 3.5D multi-processor SoC. Let us
assume that mapping with 3.5D integration results in vertical stacking of K2 layers.
As depicted in Fig. 4.4, with the same die size for 3D TSV and 3.5D, we observe
9-cores per die for 3.5D when compared to 4-cores with 3D TSV. This results in
fewer layers in 3.5D (K2 < K1), which affects both cost and system performance
and are subsequently studied in the following sections.

Case study of a 288-core MPSoC

In order to study the cost and performance benefits of various 3D integration
schemes, I consider a synthetic case study of a 288-core MPSoC. I target the
homogeneous cores presented in [111] (suited for a telecommunication system) as
a good vector for scalability. Fig. 4.5 illustrates the fully homogeneous processor
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array called GENEPY. A homogeneous platform is defined with a single tile

instantiated several times and connected to a homogeneous NoC. Each tile manages

its processing resources along with its configuration and its scheduling. SMEP

for each tile is a smart memory engine, where as the control processor is a 32-bit

MIPS processor which manages dynamic reconfigurations, real-time scheduling and

synchronizations. The NI is the network interface which connects the tile to the

homogeneous NoC.

Figure 4.5: Fully homogeneous processor array : GENEPY v1 [111]

4.4 Cost Analysis

To demonstrate the effectiveness of 3.5D integration, the manufacturing cost is

analyzed for different technologies. I investigate the cost to implement a 288-core

MPSoC for various 3D integration schemes.

For any vertical integration approach, the bonding process contributes signifi-

cantly to the overall cost. Among the possible bonding approaches wafer-to-wafer,

die-to-wafer, and die-to-die, I consider the die-to-wafer as a good compromise

between manufacturing throughput and yield [112]. In order to estimate the

overall cost of the MPSoC, I consider appropriate costs, reported in literature,

for TSV die-to-wafer process [112] and 3DMI n/p integration [47]. In the

case of 2D integration, 5 mask sets are needed for the active layer in which

both the n-type and p-type transistors are patterned. Whereas in the case of

3DMI n/p integration, 6 mask sets (i.e. 3 mask sets for each active layer),

as well as an additional Silicon-On-Insulator (SOI) layer, are needed. Taking

into account the extra processing steps, the authors of [47] have reported 26%



4.5. Simulation Framework and Results 71

increase in the total cost when compared to planar SOI (8 metal levels 22-nm
process), with an assumption of producing 30000 wafers per month. It has to
be noted that, with 3DMI n/p integration, I reduce the footprint of the active
circuit, thereby decreasing the overall cost of the chip. The partition of the 288-core
MPSoC with various integration schemes (shown in Fig 4.4) is reported in Table 4.1.

Table 4.1: Partition of a 288-core MPSoC with various Integration schemes.

The increase in the number of cores per die for 3.5D is supported by the
decrease in the active footprint of the core, offered by 3DMI n/p integration. From
Table 4.1, we can observe for similar die area for 3.5D and 3D TSV, I obtain 72
cores/die with 3.5D when compared to 48 cores in the case of 3D TSV. Hence
by packing more cores onto a given die area, I reduce the number of stacked dies
from 6 to 4. By considering the cost for 3DMI n/p integration [47] and the cost
of TSV process for Die-to-Wafer stacking [112], I conjecture the manufacturing
cost of the MPSoC to be reduced by 20% for 3.5D integration when compared to a
corresponding 3D TSV implementation.

In addition to the manufacturing cost, testing cost plays a vital role in
determining the overall cost of the 3D (vertically stacked) ICs. Figure 4.6 depicts
test flows for 2D and 3D ICs [113]. A 2D test flow has two phases, wafer test
(performed on the fabricated wafer) and final test (to detect packaging faults).

4.5 Simulation Framework and Results

In this section, I study the performance improvement of the blocks within the core
of the MPSoC as well as the system-level performance improvement of the network-
on-chip connecting various blocks of the MPSoC.

4.5.1 Performance Improvement of the Core

Since 3DMI n/p technology offers multiple active layers adjacent to each other,
the layout of the planar standard cell can be folded in two layers thereby forming
a 3D cell. For this case study, I employ intra-cell stacking techniques (discussed
in 2.3.1). Fig. 4.7 shows the 2D and the 3D standard cells. As illustrated in Fig.
4.7b, p-type devices (forming the pull-up network) are realized at the top active
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Figure 4.6: 2D and 3D Test flows [113].

layer and n-type devices (forming the pull-down network) at the bottom active

layer. By assuming the same design rules of the backend of the line (metal lines), I

mapped various existing 2D standard cell libraries to 3D cell libraries. One of the

primary advantages of this cell transformation is the ease in integration with the

conventional design flow, as the design effort consists of developing only the 3DMI

n/p cell library [114].

The standard cells of the 45 nm Nangate Open Cell Library [13] are mapped

to the corresponding 3D equivalent by changing the physical-attributes of the cells.

For instance, the height of the cells is reduced by 30% without modifying any width.

The size of the I/O pins is retained as in the case of a 2D cell while the location is

altered. Since the drive strength of the gates is not altered, I assume similar delay

characteristics as in the planar case. In this study I did not take into account the

parasitic extraction of the standard cells. This assumption is valid at the current

technology nodes, as the overall delay is dominated by interconnect and transistor

delays.

Various benchmark circuits within the core of the MPSoC are considered [14].

Synopsys Design Compiler is used for mapping the RTL of the benchmarks onto

target 3D standard cell library. Cadence Encounter is used as the physical synthesis

engine to generate the virtual seed placement in wirelength driven mode. In Fig.

4.8, I show the improvement in wirelength, delay, and power of various benchmark

circuits after placement is performed using the 2D and 3DMI n/p cell libraries.

The power numbers include all components of the power dissipation namely leakage
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Figure 4.7: (a) Typical standard cell in 2D (planar) configuration and (b)
Standard cell designed in 3DMI n/p by realizing the PUN on the top active
layer and the PDN in the bottom active layer.

and switching power. By partitioning the circuit at the gate-level, with 3DMI n/p

integration, the active-area footprint is reduced thereby leading to reduction in the

average interconnect wirelength of the circuit. The performance improvement from

2D to 3DMI n/p integration is due to the reduction in the average interconnect

wirelength. I observe 11.5% delay improvement and 3.4% power improvement when

averaged across various benchmark circuits shown in Fig. 4.8.

4.5.2 Performance Improvement of the NoC

To assess the system-level performance of the different designs, from the commu-

nication point of view, I use a cycle accurate NoC [115]. The simulator assumes

best effort NoC architecture similar to that described in the xpipes library [116]. I

assume wormhole flow control with input buffered switches, that use round-robin

arbitration and ON/OFF flow control [117]. Without loss of generality the arbitra-

tion and crossbar switching are done in one cycle. There are no output buffers in

the switches, but pipeline stages are placed on long links in order to achieve the re-

quired operating frequency. I inject packets that are 10 flow control units (flits) long.

For our case study, I generate different mesh and 3D-mesh topologies that
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Figure 4.8: Performance improvement in terms of delay and power of various
blocks of the core.

correspond to the different partitioning of the cores according to the various
integration schemes as presented in Table 4.1. I simulate for different injection
rates to assess the latency of the packets and the actual possible injection rates
for the different NoC configurations. I inject uniform random traffic and for
each configuration I perform simulations for 100000 cycles. First, I study the
latency of the NoC at a constant injection rate of 0.1. When compared to planar
implementation, with a 2D NoC (mesh size 16x18), the latency is reduced by 57%
and 68% for the 3D NoC connecting the 288-cores in 3D TSV configuration (with
mesh size 6x8x6) and 3.5D configuration (with mesh size 8x9x4) respectively. Given
a 60% reduction in latency of a 3D NoC when compared to a 2D NoC, in Fig.
4.9a, I only show the latency for the two relevant cases of the 3D NoC. I observe
24% decrease in latency of the NoC for 3.5D configuration when compared to 3D
TSV configuration.

Next, I study the maximum injection rate possible for various configurations.
The injection rates are the values that actually affect the end-to-end NoC latency,
hence the maximum injection rate gives the best performance of the NoC. In Fig.
4.9b, I show 44% improvement in injection rate from 3D TSV to 3.5D MPSoC
implementation.
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Figure 4.9: Performance improvement in terms of delay and power of various
blocks of the core.

4.6 Chapter Contribution and Summary

In this chapter, a novel vertical integration scheme, called 3.5D integration, is

proposed which synergizes existing 3D TSV and 3DMI technologies. The feature of

gate-level stacking with 3DMI n/p integration is leveraged to stack more cores onto

a die, when compared to a straightforward 3D TSV integration.

I consider a synthetic case study of a 288-core MPSoC to get insight into the

advantages and disadvantages of the proposed integration scheme. Applying 3.5D

integration to a 288-core MPSoC, the number of stacked dies is reduced by 30%

when compared to a 3D TSV implementation. Based on existing cost models

for various technologies, I conjecture that the overall manufacturing cost can be

reduced by 20% and the test cost can be reduced by 30% for a 288-core MPSoC,

with 3.5D technology when compared to a 3D TSV implementation.

Our simulation results show a performance improvement of 11.5% (on an aver-

age) for various benchmarks comprised in the core. In the case of interconnection

network, I observe large improvement in the latency of the 3D NoC (average of

24%) for 3.5-D implementation when compared to 3D TSV implementation of the

MPSoC.
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Following the trend to one-dimensional (1D) structures, silicon nanowire field-effect
transistors (SiNWFETs) are a promising extension to the tri-gate FinFETs [118].
The superior performance of these 1D channel devices comes from a high Ion/Ioff
ratio, due to the gate-all-around structure, which improves the electrostatic control
of the channel, thereby reducing the leakage current of the device. The advantage
of SiNWFETs over other 1D devices such as carbon nanotube transistors is
that SiNWs can be fabricated with a top-down silicon process [119]. Moreover,
SiNWs can be built in vertical stacks, thereby giving very dense array of nanowire
transistors [120]. Figure 5.1(a, b) illustrates a possible extension of a FinFET
to SiNWFET device structure with SiNWs suspended between source and drain
pillars. In addition, SiNWFETs exhibit enhanced electrostatics properties, such as
polarity control, which are electrically hard to achieve in planar- and Fin- FETs.

The design methodology presented in this work takes advantage of the electro-
statics of these devices, which can be fabricated to be ambipolar, i.e. to exhibit
both n- and p-type characteristics. By engineering the source and drain contacts
and by constructing independent double-gate structures, the device polarity can be
electrostatically forced to either n- or p- type by polarizing one of the two gates.
Figure 5.1c illustrates a double-gate (DG) SiNWFET device structure with control
gate (CG) and polarity gate (PG). The in-field polarizability of these devices
enables the development of new logic architectures, which are intrinsically not im-
plementable in CMOS in a compact form [121]. However, the routing complexity at
the device level increases due to the presence of an extra gate, the polarity gate [122].

Typical CMOS layout techniques involve transistors with a single gate. In the
traditional approach for CMOS, compact layouts are realized by optimal transistor
chaining of p- and n-type transistors [123, 124, 125]. However, in the case of
ambipolar gates, the polarity of the transistor (p-type or n-type) changes with the
input signals. Motivated by these observations, I propose compact layout techniques

77
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!Figure 5.1: (a) FinFET providing increase in controllable channel area between
the source and drain regions (b) Vertically-stacked SiNWFET with multiple
parallel nanowire channels, each with Gate-All-Around control (c) Double-
Gate SiNWFET with control and polarity gates.

for Double Gate Silicon Nanowire FET (DG-SiNWFET). In order to facilitate this,

I propose novel symbolic layouts for ambipolar logic with Dumbell-Stick diagrams.

In this chapter, I address layout techniques to mitigate gate-level routing conges-

tion caused by two independent gates of a DG-SiNWFET. The main contributions

of this chapter are:

• A compact layout technique for complex gates with embedded XOR/XNOR

functions. In order to facilitate this, a novel symbolic layout (called Dumbell-

Stick diagrams) is proposed for ambipolar logic gates.

• With the help of TCAD simulation of the SiNWFET, gate-level simulations

were performed to study the benefits of DG-SiNWFET when compared to

CMOS at 22nm node.

The remainder of this chapter is organized as follows. First, a background on DG-

SiNWFET technology and various design approaches based on ambipolar devices is

presented. Next, I discuss how to realize various Boolean functions with ambipolar

logic style (i.e. by employing double-gate transistors with controllable polarity).

Then, I introduce novel layout techniques for ambipolar circuits by mitigating gate-

level routing overhead caused by an extra gate for every transistor. With the help

of TCAD model of the basic device, I compare DG-SiNWFET with CMOS at 22nm

node. Finally, the chapter is concluded by discussing the results and by summarizing

the contributions of this part of the thesis.
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5.1 Transistors with Controllable Polarity:
Ambipolar Transistors

This section surveys previous works related to ambipolar technologies with a main

focus on DG-SiNWFET. It also summarizes various new design techniques, which

leverage ambipolarity at the circuit level.

5.1.1 Double-Gate SiNWFET Technology

Various new technologies show an inherent behavior towards controllable polarity,

including silicon nanowires FETs [126], carbon nanotube FET [127], and graphene

nanoribbons [128]. In this section, I focus on SiNWFETs to illustrate the layout

technique for ambipolar logic circuits. The advantage of SiNWFETs over other

one-dimensional devices such as carbon nanotube transistors is that SiNWs can be

fabricated with a conventional silicon process as an extension to traditional CMOS

technology [119]. Moreover, SiNWs can be built in vertical stacks, thereby giving

dense arrays of nanowire transistors [120].

Figure 5.2 shows a DG-SiNWFET device structure with SiNWs suspended

between source and drain pillars. This SiNW is divided into three sections, which

are in turn polarized by two gate-all-around gate regions. The center gate region

works as in a conventional MOSFET, switching conduction in the device channel

by means of a potential barrier. The side regions are instead polarized by a polarity

gate, which controls Schottky barrier thickness at the S/D junctions, thus forcing

the device to be either n- or p-type.

!Figure 5.2: Conceptual structure of the ambipolar DG- SiNWFET: a) 3D
view of the device. b) Top view of the device showing one stack of nanowires
forming the channel.

A SEM image of an array of vertically stacked SiNWs, suspended between

pillars, before patterning the gates, is shown in Fig. 7.3a. Figure 7.3b shows the

double-gate SiNWFET after patterning the control and polarity gates [122].
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!Figure 5.3: Conceptual structure of the ambipolar DG- SiNWFET: a) 3D
view of the device. b) Top view of the device showing one stack of nanowires
forming the channel.

5.1.2 Device Operation

A fabrication technique to manufacture programmable DG-SiNWFETs has been

proposed in [122]. Figure 5.4(a, b) illustrates the top view of the DG-SiNWFET

and its corresponding symbol. As the name suggests, the device has two gates

CG and PG. The control gate (CG) is similar to the regular gate of a MOS-

FET, which turns the device on or off. On the other hand, polarity gate (PG)

sets the majority carriers of the device channel to either p-type or n-type. As

depicted in Fig. 5.4c, if the PG is set to high (logic 1), the device behaves as a n-

type transistor, and by setting the PG to low (logic 0), we obtain a p-type transistor.

!Figure 5.4: Double-gate SiNWFET (a) Layout (top view). (b) Symbol of an
ambipolar FET (c) Configuration as n-type and p-type by setting the PG.

Though I focus on double-gate SiNWFETs, the proposed design methodology

holds relevant for other ambipolar FETs (CNFETs [127], and GNRFETs [128])

with two independent gates for in-field programmability.
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5.1.3 Design Techniques for Ambipolar Circuits

New design methodologies are proposed for exploiting the controllable polarity,

unique to double-gate devices, which leads to a very compact realization of XOR

function [129, 130, 131]. In [129], a reconfigurable logic gate that maps eight

different 2-input logic functions in dynamic logic was presented. In [130], a library

of static ambipolar gates based on generalized NOR-NAND-AOIs is proposed which

efficiently implements XOR-based functions. Various novel reconfigurable blocks

with embedded XOR blocks have been proposed which leverage upon embedded

XOR functionality [132]. In [131], authors propose universal logic modules that

leverage ambipolar transistors. In this work, I abstract the physical design issues

that are common to all the new design methodologies comprising of double-gate

ambipolar transistors. I also propose a procedure for constructing the symbolic

layout of ambipolar logic circuits.

5.2 Ambipolar Logic Circuits

In this section, I discuss various logic implementations with double-gate transistors

with controllable polarity. First, I introduce the basic terminology for ambipolar

transistors along with the simple classification of Boolean functions. Then, ambipo-

lar logic style for various Boolean functions is illustrated with relevant examples.

5.2.1 Terminology

A controllable polarity transistor, αt, is denoted as a quadruple (D, CG, PG, S ),
where D,CG, PG and S represent the drain, the control-gate, the polarity-gate and

the source signals that αt connects to, respectively. The voltage signal applied to the

PG determines the type (p-type or n-type) of transistor. A transistor, αt, operates
as a p-type device (αtp) by connecting the PG to 0, and an n-type device (αtn) by
connecting the PG to 1.

5.2.2 Unate, Binate, and Mixed Boolean Functions

A function f(x1, x2, . . . , xi, .., xn) is positive unate in xi if, ∀xj , j �= i :
f(x1, x2, . . . , xi−1, 1, xi+1, .., xn) ≥ f(x1, x2, . . . , xi−1, 0, xi+1, .., xn)

Similarly, the function is negative unate in xi if, ∀xj , j �= i :
f(x1, x2, . . . , xi−1, 0, xi+1, .., xn) ≥ f(x1, x2, . . . , xi−1, 1, xi+1, .., xn)

A function f is binate in variable xi if it is neither positive nor negative unate

on variable xi. A function is (positive/negative) unate if it is either positive or

negative unate for all xi, where i ∈ [1, n]. Similarly, a function is binate if it is

binate for all the variables. A function is mixed, if it contains both binate and unate

variables. Table 5.1 gives few examples of unate, binate, and mixed functions.
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Table 5.1. Example of unate, binate, and mixed functions.

There are various flavors of mixed functions, according to how binate and posi-

tive/negative unate variables are combined. I consider also here a subclass of mixed

functions that is common in design libraries. I call XNUmixed those functions that

are conjunctions/disjunction of XOR/XNOR with negative unate functions. De

Morgan’s law [133] can be used to map into this class those functions that combine

positive unate functions with XOR/XNOR.

5.2.3 Ambipolar Logic Gates

In this section, I describe circuit level implementation of negative unate, positive

unate, binate and XNUmixed logic functions realized with controllable-polarity tran-

sistors.

Negative unate functions

Negative unate functions are obtained by biasing the polarity gates of the pull-up-
network (PUN) to Gnd and pull-down-network (PDN) to Vdd. This is similar to

complementary CMOS style where the PUN and PDN are comprised of p-FETs and

n-FETs respectively. Fig. 5.5a illustrates a 2-input NAND gate. Since the ambipolar

transistors are configurable, just by swapping the Vdd and Gnd terminals, along

with the connection to the PGs, of the NAND schematic (Fig. 5.5a), I generate

a NOR function as shown in Fig. 5.5b. This technique applies to all the negative

unate function.

Positive unate functions

In the case of positive unate functions, various design approaches are considered.

Fig. 5.6a shows an implementation of a 2-input OR gate from the same schematic

of a NAND gate. By interchanging the voltage applied to the PGs in the PUN and

PDN, we obtain n-type and p-type transistors in the PUN and PDN respectively.

Though this gives a straightforward implementation of positive unate logic, we have
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Figure 5.5: Negative unate logic function (a) NAND gate (b) NOR gate im-

plementation by swapping the Vdd and Gnd of a NAND gate (a).

to consider the degraded output signal (e.g. (A+B)d). By adding a buffer at the

output we can realize full swing at the output. On the other hand, a positive unate

function can be obtained by inverting the output of an equivalent negative unate

function. An example of a 2-input AND gate is shown in Fig. 5.6b. In addition, a

positive unate function can be obtained by applying De Morgan’s law to the function

as shown in the Fig. 5.6c. Since we prefer not to use a configuration that degrades

output signals and requires buffer (e.g. Fig. 5.6a), a rule of thumb to implement

positive unate functions is by biasing the PGs of the PUN and PDN to Gnd and

Vdd respectively (see Fig. 5.6(b, c)). Between the two configurations of Fig. 5.6(b,

c), we can observe that the implementation in Fig. 5.6b is better as it requires fewer

numbers of inverters (e.g., input inversion has to be accounted for).
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Figure 5.6: Positive unate logic function (a) OR gate implementation by in-

terchanging the voltage of the PGs in the PUN and PDN. (b) AND (positive

unate) gate implemented with NAND (negative unate) gate followed by In-

verter. (c) AND gate implemented by applying De Morgans rule.
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Binate functions

Double-gate transistors are efficient in implementing binate functions. An example

of a 2-input XOR gate with only two ambipolar transistors is shown in Fig. 5.7a.

When compared to unate logic style, we notice that the PGs are connected to the

input logic signals (e.g. logic signal B in the Fig. 5.7). From the truth table shown

in Fig. 5.7a, I observe that output is degraded when the ambipolar transistor is

configured to be p-type in the PDN and n-type in the PUN. The degraded output

signal can be recovered by placing a buffer at the output. In order to obtain full swing

at the output, an alternative approach using transmission-gates (e.g., two parallel

transistors) is proposed [130], where a 2-input XOR gate can be constructed using

only 4 ambipolar transistors. An example of a 2-input XOR gate is shown in Fig.

5.7b, where all the polarity gates are either connected to logic input B or B. For any

given configuration, the output is either pulled-up (or pulled-down) by both n-type

and p-type transistors. Fig. 5.7c demonstrates the case where B is assigned to logic

1. The transmission gates with complemented inputs in the PUN and PDN assure

a full swing at the output. When compared to static CMOS implementation of an

XOR2 (which needs 12 transistors), the transmission-gate XOR2 with ambipolar

transistors needs only 8 transistors (transistors shown in Fig. 5.7b along with the

two inverters for generating A and B).

!
Figure 5.7: 2-input logic gates (a) NAND gate with PGs connected to Vdd

and Gnd (b) XOR gate with PGs connected to input signals (B or B) (c) XOR

gate with B assigned to logic 1.

Mixed functions

Within the mixed function class, XNUmixed functions can be effectively laid out.

As an example, In Fig. 5.8, I show the implementation of function Y = (A⊕B)C
in both static-CMOS logic style (Fig. 5.8b) and ambipolar logic style (Fig. 5.8a).

From the figure, we can observe that the number of transistors is reduced by half

with ambipolar logic style when compared to CMOS implementation. I incorporated

transistor pairs only for the XOR combination of the logic, where the PGs are biased

to input logic signals (B and B). For the variables, which are negative unate (e.g.
logic function Y is negative unate in C ), the PGs are connected to the Vdd and

Gnd as shown in the Fig. 5.8a.
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!Figure 5.8: Mixed function Y = (A⊕ B)C (a) Ambipolar logic style, where the

PGs of the binate logic are connected to logic inputs (B or B) and PGs of unate

variables are connected to Vdd and Gnd (b) Static CMOS implementation.

5.3 Layout Techniques for Ambipolar Logic
Gates

One of the caveats of ambipolar design style is the increase in the intra-cell routing

complexity. Since every transistor has two gates to connect to the logic signals,

care should be taken to mitigate the gate-level routing complexity. In this section,

I first propose novel symbolic-layouts for controllable-polarity logic gates, called

dumbell-stick diagram (DSD). With the help of DSDs, I propose a novel layout

technique for ambipolar design style. In addition to transistor pairing I also leverage

on transistor grouping, thereby obtaining layouts which are compact, regular and

easy to route. I start with simple examples of 2-input logic gates and then propose

a generic procedure for arbitrary complex XNUmixed gates.

5.3.1 Dumbell-Stick Diagrams

Similar to the CMOS stick diagrams [134], dumbell-stick diagrams denote am-

bipolar devices (in our case DG-SiNWFET) with a simplified layout abstraction

in order to study the cell-routing complexity. Fig. 5.9a shows the top view of a

simple DG-SiNWFET (see Fig. 5.2). Similar to FinFETs, a large transistor is

obtained by increasing the number of nanowire-stacks (Fins in the case of FinFET)

in parallel as shown in the Fig. 5.9b. In Fig. 5.9c, I show the dumbell-stick

representation of the transistor, with suspended silicon nanowires between the

source and drain contacts forming the basic dumbell, and the control gate and

the polarity gate constituting the sticks. It has to be noted that DSDs do not

take into account the size of the transistor, but just the topology of the interconnect.

Transistor pairing, shown in Fig. 5.9d, is an important transistor placement
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!Figure 5.9: (a) A top view of the DG-SiNWFET shown in Fig. 5.2. (b) Large
transistor. (c) Equivalent dumbell-stick diagram. (d) Dumbell-stick diagram
of an Inverter with a transistor pair. (e) Grouping transistor with similar
polarity gates.

technique used for layout area reduction. By transistor-pairing, control gates of
two transistors (connected to the same signal) are vertically aligned by a single
stick segment to minimize the routing complexity as well as to ensure more layout
regularity. Two transistors, αt1 and αt2, are paired together if their control gates
are connected to the same signal, i.e. CG(αt1 ) = CG(αt2 ).

In Fig. 5.9e, I show transistor grouping. Two transistors, αt1 and αt2, belong to
the same group if their polarity gates are connected to the same voltage, i.e. PG(αt1 )
= PG(αt2 ). Hence by transistor-grouping, transistor’s with similar PGs are grouped
together. Transistor grouping is unique to ambipolar double-gate devices. In the
following section I show the importance of grouping transistors for minimizing the
routing overhead introduced by polarity gates.

5.3.2 Layout Techniques for 2-input Unate Functions

From Section 5.2.3, I have seen that negative unate logic gates (e.g. NAND, NOR,
INV,...) can be obtained by biasing the polarity gates of the PUN to Gnd and PDN
to Vdd. Hence, all the transistors in the PUN (and PDN) can be grouped together
(i.e. PGs of the stacked transistors are connected together), thereby forming
one PG for each PUN and PDN. With fixed biasing for the PGs, CMOS layout
techniques with optimal transistor chaining [125, 123] can be employed in order to
obtain area-efficient layout. The transistors are placed in two parallel rows where
all transistors in the PUN are in one row while all the transistors in the PDN are
in the other. The main objective is to place transistors in such a way that the gate
signals are aligned and drain/source regions of adjacent transistors are abutted.
Fig. 5.10 shows an example of a 2-input NAND gate with an Euler path approach
[124]. From the Euler path, the optimal transistor alignment chain is obtained.



5.3. Layout Techniques for Ambipolar Logic Gates 87

For positive unate logic gates (e.g. AND, OR, BUF,..), one of the techniques

presented in Fig. 5.6(a, b, c) can be employed. In all the three cases, we can observe

that the transistors in the PUN and PDN can be grouped together and tied to either

Vdd or Gnd. The layout technique for unate logic gates is similar to CMOS style.

A B

OUT

B

A

Vdd

Gnd

 A  B

O

G O

OV

 V

 G

Figure 5.10: Dumbell-stick diagram for 2-input NAND gate with the PGs
grouped together in the PUN (and PDN) and connected to GND (and VDD).

5.3.3 Layout Techniques for 2-input Binate Functions

The main application of ambipolar devices is in implementing binate logic functions.

From Section 5.2.3, we have seen that a 2-input XOR gate can be constructed using

only 4 transistors. Fig. 5.11 shows an example of a 2-input XOR gate along with the

two possible dumbell-stick representations. In case-1, i illustrate a layout technique,

similar to conventional CMOS style, where all the transistors in the PUN (and PDN)

are placed together. It has to be noted that the polarity gates in the PUN (and

PDN) cannot be grouped, unlike in the case of unate logic gates. Since the adjacent

transistors cannot be grouped, extra routing effort is needed to connect polarity

gates together (case-1 of Fig. 5.11). An efficient implementation is shown in the

case-2 of Fig. 5.11, where polarity gates are grouped together irrespective of the

transistor being a part of PUN or PDN. The circuit is no more seen as PUN and

PDN, but partitioned based on the signals assigned to the PGs. From the dumbell-

stick diagram, i can observe that the PUN and PDN are placed next to each other.

Unlike CMOS, DG-SiNWFET technology does not impose any process challenges

(which lead to design rules) when placing p-type next to n-type transistors.

5.3.4 Layout Techniques for XNUmixed Functions

Several novel circuit designs and architectures have been proposed which leverage

upon ambipolar logic with embedded XOR functionality [121, 132, 131]. In [132],
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Figure 5.11: Dumbell-stick diagram for 2-input XOR gate – (case-1) conven-

tional approach by placing the transistors in the pull-up (pull-down) together

so that they share the diffusion contacts (case-2) efficient layout technique

where the transistors are grouped together, irrespective if they are located in

the pull-up or pull-down networks, as well as share the same diffusion contacts.

authors have presented the idea of regular logic fabrics and evaluated various
complex gates (combination of AND-XOR-OR-INV) based on the number of sub-
functions each gate can implement. A key observation is that 2-input XOR/XNOR
gates form the main building block of most logic cells, especially used in data-path
design and within arithmetic building blocks. Recall that XNUmixed functions are
conjunctions/disjunction of XOR/XNOR with negative unate functions.

From the example of XOR2 (Fig. 5.11), I observe that efficient layouts are
obtained by placing the transistors together with similar PGs. In order to facilitate
grouping, a specific transistor ordering is needed for XNUmixed logic functions Fig.
5.12 illustrates two different transistor arrangements for the function (A⊕B)C. In
Fig. 5.12a, the binate logic part (A ⊕ B) is realized close to the Gnd and Vdd
terminals, whereas, in Fig. 5.12b it is realized close to the output (Y ) terminal.
From the DSDs of the two cases, i infer that the circuit implementation in Fig.
5.12b is more efficient when compared to the one in Fig. 5.12a, as it reduces the
routing needed by the polarity gates. As a rule of thumb, in the case of XNUmixed
logic gates, placing the binate logic close to the output node leads to efficient layout.

5.3.5 Procedure for Generating Layout of XNUmixed
Functions

In this section, I present a generic procedure to generate layout for XNUmixed
functions. Our objective is to achieve a regular layout with:

• Transistor pairs aligned to give the least number of breaks in the active regions,
which lead to realizing compact layouts (like in CMOS and NMOS logic).

• The least number of transistor groups, in order to reduce intra-cell routing
complexity.

It has to be noted that if we refer to the first goal only, procedures for CMOS
layout [124, 123, 125] are widely applicable. In particular the algorithm by Hwang
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! Figure 5.12: Transistor ordering for XNUmixed logic function.

[123] gives near-optimum solution with short computing time. In our case, it
is important to address both aforementioned goals, and thus I adapt Hwang’s
algorithm, which I summarize below and exemplify in action.

Our procedure, to meet both objectives, consists of six steps: re-ordering,
grouping, pairing, generating unate- and binate-bipartite graphs, chaining, and
DSD construction. Input to the procedure is a XNUmixed circuit schematic with
a complementary logic style (i.e., equal number of transistors in the pull-up and
pull-down network with dual topology graphs).

The first step is transistor re-ordering, with the binate inputs placed close
to the output node as explained in Fig. 5.12. By means of transistor grouping,
various sub-graphs are formed by clustering the transistors sharing similar PGs. I
model the circuit schematic as a list of graphs G = {GPG−1, GPG−2, . . . GPG−i, ..},
where GPG−i = (V, E ), in which V represent the nodes (source/drain contacts of
the transistors) and E represent the edges (CG of αt) of all the transistors whose
PG is connected to i. Applying transistor grouping to circuit schematic shown in
Fig. 5.13a, I obtain G = {GPG−v, GPG−g, GPG−B, GPG−B} for the four transistor

groups with PGs connected to Vdd, Gnd, B and B respectively. As an example I
list the graph related to the transistors whose PGs are connected to B, GPG−B =
[A, A], [(a3, a4 ), (b2, b1 )].
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Search tree of unate-bipartite graph in (b).
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Transistor pairing is performed next. In this step transistors with similar CGs
are paired together. For complementary logic style, each pair consists of a transistor
in the PUN and PDN. This step ensures the control gates are well aligned with
minimum routing resources.

I differentiate from Hwang’s approach by generating separate bipartite graphs
for the unate and binate parts of the function. The unate and binate logic part
of the circuits can be determined from the transistor-grouping step. I represent
the possible abutments between the dual graphs as a bipartite graph Gx. An
unate-bipartite graph (Gu) corresponds to the dual sub-graphs GPG−v and GPG−g,
whereas, a binate-bipartite graphs (Gb) corresponds to the dual sub-graphs GPG−B,
and GPG−B. In the bipartite graph, nodes with only one transistor constitute to
the list of essential abutments (e.g. nodes a3 and b1 of the graphs Gu and Gb).
The main objective of this step is to find a unique transistor chain for the PUN and
PDN with minimum number of breaks in the adjacent PGs and the diffusion area.

A pseudo-code description of the proposed procedure is shown below:

Algorithm: ambipolar logic to layout()

Step 1: re-ordering();
Step 2: grouping();
Step 3: pairing();
Step 4: Gb = binate bipartite graph();
Step 5: Gu = unate bipartite graph();
Step 6: Bb = NULL;
Step 7: Eabu = essential binate abutments(Gb, Bb);
Step 8: Bu = Eabu;
Step 9: opt chain = Chaining(Gu, Bu);
Step 10: dumbell stick diagram(opt chain);

In the algorithm, Bb and Bu represents the set of essential abutments (i.e.
nodes with only one transistor) of the bipartite graphs Gb and Gu respectively.
Since the XOR2 part of the logic constitutes mainly for Gb, finding the essential
abutments (Bb) is simple as shown in the Fig. 5.13b. Once I have the set of
essential abutments from the binate logic part of the circuits, I continue to find the
essential edges from the remaining part of the circuit. Optimal transistor chaining
is obtained by a depth-first search on Gu while Bu is set to Bb. Fig. 5.13c shows
how the procedure works on the example circuit. The search process starts from
the root, where Gu1 = Gu and B1 = a3, b1, eAA. From Gu (see Fig. 5.13b), I
see b1 as an essential edge, hence I form an edge set, which consists of eEG43
and its mutually exclusive member, eEG33. Traversing to the left branch of the
search tree node, Gu1, I add eEG43 to Bu1 to form a new set Bu2. Similarly Gu2

is derived from Gu1 by removing edge set corresponding to eEG43. The matrix
representations of Gui and Bui at various nodes of the search tree are shown in the
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!Figure 5.14: The matrix representation of the nodes in Fig. 5.13c.

Fig. 5.14. The leaves of the search represent possible transistor chains (Si).

A graphical representation of the optimum transistor chain for the example is

shown in Fig. 5.15a. It can be noticed that, unlike in CMOS layouts, the Euler

path spans both the PUN and PDN for obtaining minimum number of breaks in the

diffusion region as well as polarity gates. Fig. 5.15b illustrates the dumbell-stick

diagram of the circuit.
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Figure 5.15: (a) Graphical representation of transistor chains derived from Fig.
5.13c. (b) Dumbell-stick diagram of the circuit.

5.3.6 Examples

Here I illustrate the technique presented in the previous section to few logic blocks
with ambipolar logic. Fig. 5.16 illustrates an efficient reconfigurable logic block (F1)
with ambipolar transistors, which can implement 12 different sub-functions [132].
Once the dumbell-stick diagram is extracted from optimal transistor ordering, the
final layout of the circuit is done by taking into account the sizing of the transistors
for uniform delay caused by the transistors in the PUN and PDN.

In Fig. 5.17, I show the carry-out logic implementation with ambipolar logic. An
equivalent implementation with conventional static CMOS logic requires 22 transis-
tors, whereas with ambipolar logic we need 16 transistors (10 shown in the figure
along with 3 inverters). By applying the layout procedure I obtain 4 transistor
chains, thereby leading to a break in the diffusion region of the dumbbell-stick dia-
gram. Similar to above example, the complete layout of the circuit can be extracted
from this DSD after considering the sizing of the transistors.
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5.4 Gate-level Technology Mapping

In this section, I present simulation results comparing DG-SiNWFET technology

against planar CMOS and FinFET technologies at 22 nm node. First, I develop a

compact TCAD model of the device from which I simulate the FO4 delay of various
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basic logic gates. Second, I propose an arithmetic cell library comprising of gates
with an embedded XOR/XNOR function, in order to study area and performance
metrics of various circuits employed in data path design.

5.4.1 TCAD Model of DG-SiNWFET

For the TCAD model of DG-SiNWFET, a single silicon nanowire with 24 nm gate
length (i.e., 22nm technology node) is simulated using Synopsys Sentaurus. Metal
gates with mid-gap work function are used on the HfO2 high-k dielectric layer
as shown in Fig. 5.18. The Schottky barrier height for electron is set to around
0.35eV (0.75eV for holes) in the simulation, which is achievable in standard process
by using barrier height modulation technology, such as selective phase modulation
of NiSi [135] or interfacial dielectric dipole [136]. By independently biasing the
central gate and the polarity gates to ground or Vdd, the device shows 4 possible
operation modes: two ON states and two OFF states. Fig. 5.19 illustrates their
corresponding band diagrams. When Vds=Vdd (i.e., S=’0’ and D=’1’), one of
the Schottky barriers is thin enough to allow hole tunneling from drain (p-type)
or electron tunneling from source (n-type). Thus, majority carriers can either go
through the device (Fig. 5.19(a,b)) or be shut off due to the barrier induced by
opposite biasing of central gate and polarity gates as shown in Fig. 5.19(c,d).

The device is simulated based on drift-diffusion transport model. The symmetric
characteristics obtained from TCAD simulation are demonstrated in Fig. 5.20,
where comparisons are drawn with respect to the predictive technology models
of CMOS at 22 nm node [137]. Controllable polarity behavior, with symmetric
characteristics, is obtained at a nominal voltage of +1.2V. From the Fig. 5.20,
we can observe similar characteristics between CMOS and SiNWFET. In order to
further improve the performance, the silicide contacts should locate close enough
to the gate-controlled region, and spaces between central gate and polarity gates
are helpful for reducing the off-state leakage.

Verilog-A model

To enable a first-order evaluation at the circuit level, a small signal model for the ON
state of the NWFET has been written in Verilog-A. The equivalent circuit of a single
wire NWFET is described in Fig. 5.21. The core of the model is based on a current
source emulating the drain/source current as a function of the voltage applied to
the polarity gate and the control gate, in addition to the voltage at the source and
drain terminals. The current source is described by a table model extracted from
TCAD simulations by sweeping VCG-S, VPG-S and VDS between -1.2V and +1.2V
with a step of 0.2V, 0.2V, and 0.05V respectively. The access resistance
corresponds to the pillar at drain and source contacts. Each capacitance
extraction has been carried out from TCAD simulations as an average value
under all possible bias conditions. This model is able to capture the basic
behavior of a single wire transistor. In a first order, a stack of several wires
might be seen as the parallel interconnection of several NWFETs. Then, a
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Figure 5.18: The schematic of the ambipolar silicon nanowire used in TCAD.
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Figure 5.19: Band diagram of the SiNWFET.

stack of wires is modeled by the parallel arrangement of single transistor model.

5.4.2 FO4 delay of Basic Logic Gates

In the previous sections, I demonstrated the effectiveness of DG-SiNWFET,
in terms of transistor count, for realizing various types of Boolean functions.
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! Figure 5.21: Single NWFET equivalent circuit.

Here I show the performance improvement by simulating the FO4 delay for
various logic gates and comparing them to traditional static logic style. Table
5.2 reports the FO4 delays of various logic gates. I report the average delay
by considering both the raise and fall delays. Clearly logic gates realized with
FinFETs and SiNWs fare better when compared to planar Si-CMOS due to
the improved electrostatics of the device. In the case of DG-SiNWFET, I
report delays CG → Out (input fed through control gate) and PG → Out

(input fed through polarity gate). For unate functions, PGs are connected to
Vdd and Gnd, hence PG → Out is listed as X in the Table 5.2. On the other
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Table 5.2. FO4 delay of basic logic gate.

hand for XOR2 and XOR3, the PGs are connected to the input signals.

For unate logic gates (INV, NAND2, NOR2), I observed similar delay

characteristics for both FinFET and DG-SiNWFET. In the case of XOR2

with DG-SiNWFET, I observe a faster switching time for the input connected

to the CG (0.046 ns), when compared to the input connected to the PG (0.108

ns). For the overall delay of the XOR2, I consider the average delay with

inputs fed through both CG and PG. Compared to a FinFET implementation,

an XOR2 with DG-SiNWFET shows 6% improvement in delay. A compact

implementation of an XOR3 [130] is possible by employing the transistor

pairs of an XOR2 as transmission gates (see Fig. 16). Since I keep the same

transistor count for realizing the XOR3 operation, the delay of an XOR3 gate

is comparable to XOR2 gate, unlike static CMOS logic. From Table 5.2, I

can observe that the average delay of an XOR3 gate with DG-SiNWFET is

only 16% higher when compared to XOR2 gate. On the other hand, for static

CMOS the delay of an XOR3 is twice to that of XOR2 gate.

5.4.3 Gate-level Mapping of Arithmetic Circuits

Arithmetic circuits are one of the most important applications for double-gate

transistors due to the dominant presence of XOR/XNOR based functions. In

this section, I leverage on the performance study of basic gates (Table 5.2) in

order to evaluate the effectiveness of ambipolar logic on arithmetic circuits. I

propose an arithmetic cell library comprising basic arithmetic building blocks

(Table 5.3). Various design schemes with minimum number of transistors are

employed, for both ambipolar logic and conventional CMOS logic (unipolar

transistors), while ensuring full voltage-swing at the output.
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Table 5.3. Arithmetic cell library.
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Figure 5.22: Full-adder implementation with DG-SiNW transistors and con-

ventional CMOS transistors.

In Table 5.3, I report area and delay of various gates. The area is

normalized to the number of transistors employed to realize the function,

whereas the delay is normalized to the delay of an XOR2 gate (listed in Table

5.2). A compact full-adder (FA) realized with DG-SiNWFET, is compared to

its equivalent FinFET implementation in Fig. 5.22. It has to be noted that

the FA forms a fundamental building block for many arithmetic circuits. A FA
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with DG-SiNWFETs shows 22% improvement in area and 40% improvement

in normalized delay when compared to its implementation in CMOS logic

style. I observe similar improvement in area and delay of the compressors, as

they are composed of multiple FAs.

By employing the arithmetic cell library, I study various industry stan-

dard benchmark circuits comprising of adders, multipliers, compressors and

counters as listed in Table 5.4. From the table below, I observe that the

ambipolar logic consistently fares well when compared to the conventional

CMOS logic in both area (32% on average) and delay (38% on average). In

Fig. 5.23, I show the improvement in performance for different categories of

arithmetic circuits. I observe major performance gain in the reduction trees

of the multipliers.

Table 5.4. Arithmetic benchmark circuits.

!
Figure 5.23: Average performance improvement for various components of

data path circuits.
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5.5 Chapter Contribution

In this chapter, I introduce DG-SiNWFET technology and its prospects

in realizing ambipolar logic circuits. Among the various nanotechnologies,

based on carbon nanotubes or graphene, SiNWFET is favorable due to their

top-down silicon process [119]. With two independent gates, a control gate

and a polarity gate, a DG-SiNWFET can be field programmed to either

p- or n-type transistor. Though this feature of controllable polarity shows

huge potential for novel design methodologies in circuit design, one of the

fundamental problem at a physical level lies in mitigating the gate-level

routing congestion caused by the need to access the two independent gates of

each and every transistor.

This chapter contributes to this fundamental physical design problem for

ambipolar logic circuits. In order to facilitate this, I propose novel symbolic

layouts for ambipolar logic with Dumbell-Stick diagrams. Ambipolar logic

outperforms conventional CMOS static logic for Boolean functions with

embedded XOR/XNOR functions. The main contribution of this chapter is

a layout methodology and algorithm for complex functions with embedded

XOR/XNOR block.

Furthermore, in order to study the effectiveness of DG-SiNWFET tech-

nology when compared to CMOS technologies, I present a first-order model

of the device at 22 nm node. By mapping various arithmetic circuits, I obtain

32% average improvement in area and 38% improvement in delay.

In the following chapter, I extend the proposed layout technique to design

the fundamental building block for ambipolar logic circuits. With the help

of technology mapping, an optimal layout fabric is found which is further

optimized for delay by varying the number of stacked silicon nanowires.





Sea-of-Tiles Fabric for
DG-SiNWFET Circuits 6
In the previous chapter, I presented a layout technique for mitigating the
routing congestion caused by two independent gates of DG-SiNWFET
circuits. In this chapter, I propose regular layout fabric for DG-SiNWFET
technology based on the layout technique presented in Section 5.3.

Layout regularity is one of the key features required to increase the yield of
ICs at advanced technology nodes [138]. Hence, design styles based on regular
layout fabrics have the advantage of higher yield as they maximize the layout
manufacturability. Various regular fabrics have been proposed throughout
the evolution of semiconductor industry, where some recent approaches are
discussed in [139, 140, 141]. In gate-array fabric style, a sea of prefabricated
transistors is customized to obtain a desired logic gate. The flexibility of
building generic logic gates comes at a cost of area as well as routing overhead,
thereby increasing the performance gap between ASICs and gate arrays. With
the advent of via-programmable gate arrays [140] and logic-bricks [141], the
performance gap is reduced. On the other hand, strict design rules, at 22 nm
technology node and beyond, has led to cell layouts with arrays of gates with
a constant gate pitch, which resemble a sea-of-gates layout style.

In this chapter, I propose an efficient regular layout fabric (called as tile),
which forms the basic building block for DG-SiNWFET based circuits. With
Sea-of-Tiles (SoT) design methodology I envisage a regular arrangement of
an array of tiles (6.1). Any desired logic function can be mapped onto an
array of logic tiles. Hence, there is a need to find the optimal tile. In this
study, I optimize for area and regularity (which improves the overall yield).
Technology mapping, with logic synthesis tools, on various tiles helped us
in choosing an efficient tile for realizing SoT. With the optimal tile as a

103



104 Sea-of-Tiles Fabric for DG-SiNWFET Circuits

basic building block for a SoT fabric, I demonstrate mapping any 3-input

NPN-equivalent function [142, 143] as well as several other building blocks

proposed for ambipolar logic circuits [132, 131]. However, since a unique

tile is replicated in the SoT approach, correct tile sizing is crucial for the

overall circuit performances. By tile sizing, the minimum width of all the

transistors in the tile is set uniformly. The minimum width of the transistor

is determined by the number of vertically stacked SiNWs.

Figure 6.1: Sea-of-Tiles (SoT) design methodology.

The main contributions of this chapter are:

• Design of an efficient regular layout fabric (tile), which forms the basic

building block for a Sea-of-Tiles (SoT) design methodology. I show how

various Boolean functions can be mapped onto the SoT fabric of the

optimum tile.

• Circuit-level benchmarking study by sizing the tiles with respect to the

number of vertically-stacked SiNWs of a DG-SiNWFET. The informa-

tion on the number of stacked nanowires is important to the technologists

in order to optimize the fabrication of the layout fabric.

The chapter is organized as follows. In the first part of this chapter, I

present the idea of logic tiles and choose a set of tiles for our study. Then, I

investigate the area optimal tile with the help of technology mapping with tra-

ditional synthesis tools. Next, various 3-input NPN-equivalent function along
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with various building blocks for ambipolar logic circuits are mapped onto the
array of area optimal logic tiles. In the second part of this chapter, I study
technology mapping of various benchmark circuits by varying the number of
stacked SiNWs of the SoT fabric. Finally, the chapter is concluded by dis-
cussing the results and by summarizing the contributions of this part of the
thesis.

6.1 Logic Tiles as Building Blocks

A logic tile is defined as an array of transistors, which are paired and grouped
together. By grouping the polarity gates of the adjacent transistors, I reduce
the number of input pins of the tile. Moreover, the technology facilitates in
realizing these tiles with a high yield as the silicon nanowires are fabricated
in groups. In this work, I limit my study to a maximum of three transistors
in series for noise margin reasons. However, the proposed design methodology
can be employed to tiles with higher number of series connected transistors.

A TileGn, is an array of n transistor-pairs grouped together. Figure 6.2
shows four tiles that I consider for the sea-of-tiles (SoT) architecture. Any
Boolean logic function can be mapped on to an array of tiles. TileG1 (Fig.
6.2a) is the simplest tile with only one pair of transistors. Mapping a generic
logic function onto an array of TileG1 (also called as SoT of TileG1), leads
to larger layouts with a large number of diffusion breaks and increase in the
number of interconnections per tile. TileG2 and TileG3 include two and three
transistor pairs, respectively, grouped together. In the example of carry-out
logic gate of a full-adder (see Fig. 5.17), TileG2 and TileG3 are employed
to realize the gate. Similarly in the case of NAND (Fig. 5.10) and XOR
(Fig. 5.11), TileG2 forms the basic building block. A hybrid tile, TileG1h2

(Fig. 6.2c), is a combination of TileG1 and TileG2, whose polarity gates are
not connected. This gives the flexibility of utilizing a part of a tile, when
remained un-mapped, by functions with low area utilization. For example, a
NAND2 gate when mapped onto a TileG1h2 requires only the segment of a tile
with gates G1 and G2. The unmapped part of the tile with gate G3 can be
employed either to map an inverter or to increase the drive strength of the gate.

The TileG2, shown in the Fig. 6.2b, can be configured to various logic
functions by connecting the nodes (n1-n6) and gates (g1, g2, G1 and G2) to
appropriate inputs. Table 6.1 lists various logic functions that can be realized
with a single TileG2. However, any complex logic function can be obtained
by considering an array of TileG2. In Table 6.2, I report various logic gates
that can be configured with the 4 tiles I have considered. The number of tiles
required for each gate and their respective area utilization is also presented.
The extra logic needed for generating the inverted inputs is considered in the
area evaluation. For example the 2-input XOR gate, shown in case-2 of Fig.
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Figure 6.2: Dumbell-stick diagrams of various logic tiles considered for SoTs

(a) TileG1 (b) TileG2 (c) TileG1h2 (d) TileG3.

5.11, employs only one TileG2 as I assumed the availability of complimented

input signals. In our technology mapping, I assume single-rail logic; hence

I need to generate the complimented signals when needed. In Table 6.2, I

report 2 tiles of TileG2 for XOR2 implementation, where one of the TileG2’s is

considered for generating the two negated input signals (A and B).

Table 6.1. Various logic gates that can be realized by configuring the TileG2.



6.2. Area Optimal Tiles 107

Table 6.2. Various logic gates that can be mapped by configuring the contacts

and the input signals of the four tiles (#N – Number of tiles, and #UF –

Utilization factor).

6.2 Area Optimal Tiles

In this work I compare four tiles for an efficient implementation of the SoT

architecture. Our main objective is to find the best tile, which gives highest

area utilization for various benchmarks. Though the techniques presented in

this work are linked to the ambipolar DG-SiNWFETs, the concepts can be

extended to all the technologies contending for ambipolar logic circuits with

top-gated double-gate transistors (i.e. where the all the gate contacts are

accessed from the top of the transistor channel). For instance the concept of

tiles can be extended to double-gate Carbon nanotube FET presented in [130].

Figure 6.3 shows our design flow. As a first step, for every tile (TileGi) I

generate a list of logic gates that can be mapped on to it (TileGi.lib) and their

respective utilization factor (TileGi.util). Utilization factor takes only the ac-

tive area into account. For example NAND2 when mapped onto a TileG1 has a

utilization factor of 0.66, whereas when mapped onto a TileG2 it has a utiliza-
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tion factor of 1. It has to be noted that the number of logic gates that can be

mapped to different tiles vary. For technology mapping, I used Synopsys de-

sign compiler [97] and ABC [144] synthesis tools to benchmark various circuits.

Technology Mapping

Synopsys Design 
Compiler

Bench. 
Circuits

 

Compute Utilization

Logic Synthesis

Generate Tile info

for i = 1 to 4

TileGi.lib TileGi.util

Generate TileGi.lib
Generate TileGi.util

ABC

Figure 6.3: Design flow for finding the best Tile for SoT.

Table 6.3 summarizes the results of various benchmark circuits after

technology mapping. I report total area utilization for each benchmark

when mapped onto four different tiles (TileG1, TileG2, TileG1h2, and TileG3).

Technology mapping only uses the cells that are associated with each tile

(shown in Table 6.2). Both the synthesis tools were run with different delay

constraints. Area utilization for a benchmark circuit is calculated from the

total count of each cell and their respective utilization factors.

Examining the results for the four logic tiles, I observe that SoT with

tiles TileG1h2 (and, TileG2) have a higher area efficiency, 10% (8%) and 16%

(14%), when compared to SoT with TileG1 and TileG3, respectively. Though

TileG3 and TileG1h2 have the same number of transistors per tile, the hybrid

tile outperforms TileG3 with 10% improvement in area efficiency. The main

reason behind this is due to the high utlization factor of TileG1h2 in realizing

fundamental logic gates like INV, BUF, NAND2, and NOR2 (see Table 6.2).

In this study, I determined the best possible tile based on the area employed

by an array of tiles after mapping various circuits. Based on our simulations,
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Table 6.3. Normalized area of various benchmarks when mapped onto a SoT

with TileG1, TileG2, TileG1h2, and TileG3.

both TileG1h2 and TileG2 yield high area efficiency for logic functions upto 4-

input Boolean variables. The sizing of these tiles, by varying the number of

vertically stacked SiNWs, is studied in Section.6.4.

6.3 Case Studies

In this section, I map various logic functions onto an array of tiles comprising

TileG2 and TileG1h2. First, I map all 3-input Boolean functions onto SoT with

TileG2, followed by mapping various blocks unique to ambipolar logic circuits

proposed in the literature. I show how TileG2 and TileG1h2 can be the basic

building block for the future ambipolar logic circuits with double independent

gates.

6.3.1 Mapping 3-input Boolean Functions onto SoT of
TileG2

I study the mapping of 3-input Boolean functions by considering the matching

compatibility graph for 3-input Boolean space [142] (illustrated in Fig. 6.4).

Each vertex Vi in the graph, is annotated with one function Fi, which belongs

to the corresponding NPN-equivalence class [145, 146] of Vi. All the functions

(Fi), listed in Table 6.4 are representative of a NPN-equivalence class. In other

words, all (e.g., 256) 3-input functions can be obtained from the 13 represen-

tative functions (in Fig. 6.4) by input complementation and/or permutation

and/or output complementation. The type of the function along with the

number of transistors needed for implementing in static CMOS and ambipolar

logic styles are listed in Table 6.4. Type of the function corresponds to Fi be-

ing unate (U), binate (B), mixed (M) and mixed with embedded XOR/XNOR

(XM) (refer Section. 5.2.1). I compare the transistor count for realizing the

functions with both static CMOS and ambipolar logic implementation. I do
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not take into account the inverters needed for input and output negations,
as they are similar for both the logic styles. From the table I infer that 30%
of the total NPN-equivalent functions have embedded XOR/XNOR (F3, F7,
F12 and F13). Hence, ambipolar logic is ideal for realizing these logic functions.

!Figure 6.4: Matching compatibility graph for 3-input Boolean space.

Table 6.4. NPN-equivalent functions, of a 3-input Boolean space, implemented
in static CMOS and ambipolar logic styles. Type of the function corresponds
to unate (U), binate (B), mixed (M), and mixed with embedded XOR/XNOR
(XM).
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! Figure 6.5: Mapping of 3-input OR function (F1).

Layout synthesis technique, presented in Section 5.3, is applied to the func-

tions listed in Table 6.4 for mapping them onto a SoT of TileG2. In the case

of unate functions, the layout technique is similar to the traditional CMOS

style. As a generic example for unate functions, I map a 3-input OR function

on to a pair of adjacent tiles (see Fig. 6.5). Mapping of all the representative

functions with embedded XOR/XNOR (F3, F7, F12 and F13) is depicted in

Fig. 6.6. Embedded XOR functionality is one of the key features of ambipolar

logic gates. With a transmission-gate transistor structure [130], a 2-input and

a 3-input XOR/XNOR gate can be constructed using only 4 transistors. In

Fig. 6.6 (refer F12 and F13) TileG2 can be configured to be XOR2 and XOR3 by

changing the connection to the source/drain contacts of the transistors com-

prising the tile. It has to be noted that extra tiles are needed to generate the

complemented input signals.

6.3.2 Mapping Various Blocks onto Sea-of-Tiles of TileG2

and TileG1h2

Several novel reconfigurable blocks have been proposed which leverage upon

embedded XOR functionality of ambipolar logic. In Figure 6.7, I demonstrate

how a computational fabric (F1) [132] and a universal logic module (3,2-ULM)

[131] can be mapped onto a SoT of TileG2. Inverted inputs, for a 2-input

XOR functions, are generated with a single tile (Tile-(i,j) for 3,2-ULM and

Tile-(i,j+2) for F1).

In Figure 6.8, I show dumbell-stick diagrams of both the sum (Sum) and

carry-out (Cout) logic of a full-adder, mapped onto a SoT (an array of n x

n) with TileG1h2. The layout synthesis procedure, explained in Sec. 5.4, is

applied to obtain the optimal transistor chaining of the Cout logic. Both

the Sum and Cout logic blocks are mapped onto 3 adjacent tiles of the n x

n array. Tile-(i, j) in the figure refers to the location of the tile in ith row

and jth column. The Sum, which is a 3-input XOR of inputs A, B and C, is
mapped on to a Tile-(i+1,j) of the entire array. The unmapped part of the
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Figure 6.6: Mapping of 3-input NPN equivalent functions with embedded

XOR/XNOR (F3, F7, F12 and F13).

Tile-(i+1,j) can be employed for realizing either an inverter logic gate or can

be a part of the neighboring logic gate. Similarly the Cout is mapped on to 2

tiles Tile-(i,j) and Tile-(i,j+1).
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!Figure 6.7: Reconfigurable fabrics mapped on to SoT with TileG2 (a) Regular

computation fabric [132] (b) Universal logic module (3,2-ULM) [131].

6.4 Sizing the Tiles with Circuit-level
Benchmarking

In this section, I study the sizing of regular logic tiles (for DG-SiNWFET tech-

nology). By sizing I mean the number of silicon nanowires that are vertically

stacked to form the basic transistor. In this study, I consider a uniform array of

TileG2 with the same number of vertically stacked nanowires for all the transis-

tors on the wafer. However, the proposed design methodology can be employed

for other tiles. First, I present the experimental setup with which I leverage

this study starting from gate-level simulation to circuit-level benchmarking of

DG-SiNWFET technology.
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!Figure 6.8: A Full-adder mapped on to a Sea-of-Tiles with the hybrid tile

TileG1h2 as the basic building block.

6.4.1 Experimental Setup

The overall design flow to size the transistors of the TileG2, by varying the

number of vertically stacked nanowires, is shown in the Fig. 6.9. Various cell

libraries for TileG2 were generated with a varying set of vertically stacked sili-

con nanowires (from 1 to 6). With the help of TCAD modeling (explained in

Section 5.4.1) of the nanowire FET, I characterized the electrical performances

of the DG-SiNWFET transistors. From the physical simulations, a basic com-

pact Verilog-A model is derived (see Section 5.4.1), in order to enable fast

electrical circuit simulation. Different flavors of the library were generated

based on the number of vertically stacked nanowires to form the channel (with

stacks of 2, 4, and 6 nanowires). The set of logic cells consists of 16 combi-

national logic cells such as NAND2, NAND3, NOR2, AOI21, . . . and one D

flip-flop with asynchronous reset and preset. Characterization was performed

with Encounter Library Characterizer tool [93]. With the generated lib file,

I synthesize various benchmark circuits [98] using Synopsys Design Compiler

[97]. I consider timing, leakage power and area reports to compare the perfor-

mance of logic tiles (TileG2 with varying stacked SiNWs) to traditional CMOS

at various technology nodes. CMOS counterpart libraries have been generated

using PTM models [137]. The nominal voltages for the different technologies

have been used, such as 0.95V for CMOS at 22nm node and 1.2V for SiN-

WFETs. The gate sizing respects the Nangate library [88] sizing, and ideal

scaling have been applied between the different technology nodes (45nm and

22nm). In addition to the gate characterization, a simple ideally scaled model

for the wire load is added to the libraries.
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Figure 6.9: Design flow for sizing the tiles.

Figure 6.10: Delay characteristics of an Inverter, driving a constant load, with
varying stack size.

6.4.2 Tile sizing of an Inverter

First I start with a gate-level simulation by studying the performance metrics
of a simple inverter. I size the transistors of the tile by studying the per-
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formance of an inverter with varying number of stacked nanowires. Fig. 6.10
illustrates the delay characteristics of an inverter, driving a constant load, with
stack size varying from 1 to 6. The width and the length of both the n- and
p-type DG-SiNWFETs of the inverter are set to 80nm and 22nm respectively.
Though I observe an overall decrease in delay with increase in the stack size,
the percentage decrease in delay (shown next to the delay curve in Fig. 6.10)
saturates for stack size above 4 nanowires. For instance, I observe 17.5% dif-
ference in delay between the stack size of 1 and 2. I note that the percentage
improvement in delay is less than 2% for the stack size above 4 nanowires.
Ideally, we would like to have a stack size as high as possible, as this leads to
overall increase in the ION of the transistor per unit area. However, increasing
the stack size also reflects on the form factor of the stack, thereby inducing
variations in the nanowires in the vertical direction. In addition to the tech-
nology driven limit on the form factor, which limits the maximum number of
stacked nanowires, I study the maximum limit of nanowire stack by carrying
circuit-level benchmarking.

6.4.3 Tile sizing with Circuit-level Benchmarking

I study delay, area, and leakage power of various benchmark circuits when
mapped with DG-SiNWFET and CMOS technologies at 22nm node. For our
analysis, we consider TileG2 with stack size of 2, 4 and 6 nanowires, and
the simulations results linked to each of these libraries are referred to DG-
SiNWFET 2X, DG-SiNWFET 4X, and DG-SiNWFET 6X respectively. In
order for a fair comparison, I considered SoT architecture for both CMOS and
SiNWFET.

Delay:

The performance of all the benchmark circuits when mapped with various
libraries is presented in Fig. 6.11. Averaged across all the benchmarks,
I observe 1.8x improvement in delay with DG-SiNWFET technology when
compared to CMOS. However, the delay improvement varies across different
benchmarks based on the application as well as on the logic synthesis tool.
For instance, I note a major difference in performance gain when comparing
ethernet (Eth top) to aes encryption (Aes). In the case of Aes benchmark, I
observe 2x improvement in performance from CMOS to SiNWFET technology.
Whereas in the case of Eth top, I observe 1.3x improvement in performance
as the interconnect delay plays a dominant role in the overall performance.
Comparing the results of technology mapping with SiNWFET technology, I
observe minimal improvement in performance by increasing the stack size from
4 nanowires to 6 nanowires. For instance, considering Aes and Wbconmax
benchmarks, I observe similar delay characteristics for DG-SiNWFET X4 and
DG-SiNWFET X6. This observation also agrees with the results from the
gate-level simulation carried-out in the previous section.
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Figure 6.11: Critical path delay of various benchmark circuits when mapped

with DGSiNWFET and CMOS technologies.

Area:

The combinational area of the various benchmark circuits after technology

mapping with Synopsys design compiler is illustrated in Fig. 6.12. In this

study, I considered SoT architecture for both CMOS and SiNWFET. The

area of the tile (TileG2) designed with DG-SiNWFETs is 1.4x higher when

compared to its equivalent tile designed with CMOS technology. This is due

to the space occupied by the extra polarity gates for each transistor forming the

tile, and their respective design rule. The difference in the area of the CMOS

and DG-SiNWFET tile directly reflects in the overall area of the synthesized

circuit. On an average, I observe 1.7x (70%) increase in combinational area

with DGSiNWFET when compared to CMOS technology. Further improve-

ment in area can be envisaged by optimizing SiNW technology. On the other

hand, when comparing the area of various DG-SiNWFET implementations, I

observe minor reduction in area (less than 1% on an average) as I increase the

stack size from 4 to 6 nanowires.

Leakage power:

DG-SiNWFETs are promising contenders for the next generation transistors

as they provide better electro-static control over the channel, due to the

gate all-around implementation of both the gates. In order to gauge the
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Figure 6.12: Combinational area of various benchmark circuits when mapped

with DGSiNWFET and CMOS technologies.

impact of this at the circuit level, I have studied the leakage power for various

benchmarks. Fig. 6.13 compares the leakage power of CMOS with all the

three implementation of DG-SiNWFETs. We observe drastic reduction (14X)

of leakage power with DG-SiNWFETs. When compared to simulation at

45nm node [147], I observe more than 1 order of magnitude reduction in

leakage power. This can be attributed to the exponential decrease in the IOFF

of the SiNWFET when scaled from 45nm to 22nm node.

Fig. 6.14 compares the leakage power for the various benchmarks mapped

with DG-SiNWFET technology. By increasing the stack size, I increase the

number of nanowires for each transistor of the tile uniformly, thereby increasing

the overall leakage power. For all the benchmarks, I observe a linear increase

in the overall leakage power.

6.4.4 Synthesis of Data path Circuits

Datapath circuits are critical in today’s ASIC design, as they widely employ

XOR/XNOR operations. Double-gate transistors with controllable polarity

can be employed to reduce the criticality of datapath circuits, with their

unique ability to efficiently implement XOR/XNOR-based logic gates. I

showcase here this advantage by synthesizing selected datapath circuits with

DG-SiNWFETs technology and we compare them with traditional CMOS
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Figure 6.13: Leakage power of various benchmark circuits when mapped with

DG-SiNWFET and CMOS technologies.

implementations. The standard cell libraries, for 22nm node, employed in the

previous section are considered in this study. The datapath circuits employed

to benchmark the advantage of DG-SiNWFETs over CMOS are (i) a Brent

Kung adder, (ii) a fast column compressor multiplier, (iii) a square root

unit and (iv) a 6 operand multiply and accumulate block. The bit widths

considered range from 16 to 64 bits as in real life ASICs. Synopsys Design

Compiler is used to synthesize the given datapath benchmarks.

Table 6.5 summarizes the synthesis results. Fig. 6.15 illustrates the

normalized area for the considered datapath circuits. On an average,

DG-SiNWFET implementations have 17% more area when compared to

equivalent CMOS implementation. It has to be noted that the SiNW tile

occupies 40% more area when compared to CMOS tile. When compared to

the average area increase of 70% for standard benchmarks (see Fig. 6.12), I

observe considerable improvement in area for datapath circuits.

The performance improvement, in terms of normalized delay, is presented

in Fig. 6.16. I observe, 2.1x improvement (on an average) in delay when

compared to CMOS implementations. Clearly I observe better area and

delay metrics for datapath circuits. This can be attributed to the efficient
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Figure 6.14: Leakage power of various benchmark circuits when mapped with
DGSiNWFET with varying stack size.

implementation of XOR/XNOR gates with DG-SiNWFET.

Further improvement in performance can be envisaged by improving the
state of the art logic synthesis tools. In this study, I employ commercial logic
synthesis tool (Design compiler), which is effective for unate logic functions
as it uses AND/OR representations, while XOR operations are partially
exploited. Hence, novel logic synthesis tools, which can efficiently manipulate
both AND/OR and XOR operations, can fully harness the potential of DG
transistors with controllable polarity. Preliminary attempts in [148, 149]
highlight the interest for this study.

6.5 Discussion

This chapter introduces a regular layout fabric (called tiles) for DG-
SiNWFET. A logic tile is essentially an array of prefabricated transistor-pairs
grouped together. The motivation in this chapter is to find the basic building
block for future ambipolar logic circuits. I study four different logic tiles,
which individually form the basic building block for sea-of-tiles (SoT) fabric.
By running extensive comparisons of mapping standard benchmarks on to
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Table 6.5. Synthesis results for selected datapath circuits with DG-SiNWFET

and CMOS at 22nm Technology node.

Figure 6.15: Normalized area comparing DG-SiNWFET with stack size of 6

nanowires, with equivalent CMOS implementation.

the SoT fabric I find TileG2 and TileG1h2 to be optimal with respect to area

utilization.

In order to study the effectiveness of DG-SiNWFET technology, I carried

gate-level simulation to circuit-level benchmarking. At a gate-level, mapping

various arithmetic circuits, I obtain 32% average improvement in area and

38% improvement in delay. In this chapter, I evaluate the performance of

regular logic tiles for DG-SiNWFETs by varying the number of stacked

nanowires. Starting from a TCAD model of DG-SiNWFET, which exhibits

p-type and n-type characteristics by controlling the polarity of the second
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Figure 6.16: Normalized delay comparing DG-SiNWFET, with various stack

size, with equivalent CMOS implementation.

gate, I optimize the device performance for achieving a balanced p- and n-type

behavior. I show the layout fabric, TileG2, with 6 vertically stacked nanowires

achieves the best performance for a given area constraint. SoT with TileG2,

outperform Si-CMOS, averaged across various benchmark circuits, with 1.8x

improvement in delay and 16x improvement in leakage power. For datapath

circuits, our simulation results show 2.1x improvement in delay for an area

overhead of 17% when compared to CMOS at 22 nm node.

Fabrication of vertically-stacked SiNWFET has many challenges. Technol-

ogists have to take into account the variations in the diameter of nanowires

placed on top of each other. Increasing the number of stacked nanowires

increases variations, hence there is an interest to keep the number of stacked

nanowires to a minimal number. On the other hand, increasing the number

of nanowires improves the drive current of the SiNWFET. In this study, the

device is optimized for performance by varying the number of stacked silicon

nanowires as well as the transistor width. Benchmarking at the design level

we show best performance for a vertical stack of 6 nanowires. A TileG2 with

all the DG-SiNWFETs comprising of 6 vertically-stacked nanowires, provides

a good starting point for technologists to realize the SiNWFET and also in

studying the diameter variations.

From the design perspective, this chapter adopts the idea of logic
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tiles which have been employed to realize semi-custom circuits with SoT
architecture. However, it is noteworthy that the logic tiles are inherently
reconfigurable. The in-field configurability opens novel opportunities to
build reconfigurable logic operators with a very limited amount of transis-
tors [26, 129]. Hence, I envisage using the SoT fabric to efficiently build
reconfigurable circuits such as Field Programmable Gate Arrays (FPGAs).
However, specific architectural organization should be used in order to keep
the wiring complexity minimal, such as in [150] where a matrix arrangement
with fixed interconnection pattern was proposed. Such organization can
also be extended to semi-custom circuits, with matrices of logic tiles with a
reduced wiring complexity between the building gates.

In this study, I employed commercial logic synthesis tool (Design compiler)
during the technology-mapping phase with DG-SiNWFET technology. It has
to be noted that ambipolar logic gates are efficient in implementing XOR
dominated circuits. State-of-the-art logic synthesis tools are effective for unate
logic functions, as the Boolean function is decomposed into And-Inverter
graphs. Hence, I envisage better performance with novel logic synthesis tools
specifically designed for XOR dominated circuits. A major aim for future
automated synthesis tools is to efficiently manipulate both AND/OR and
XOR operations in order to fully harness the potential of novel nanotechnolo-
gies featuring transistors with controllable-polarity. Preliminary attempts in
[148, 149] highlight the interest for this study.
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6.6 Chapter Contribution

This chapter proposes a novel layout fabric, called as logic tiles, for ambipolar

logic circuits based on DG-SiNWFETs. With Sea-of-Tiles (SoTs) design

methodology, I envisage an array of tiles with a constant pitch spread across

the chip. Technology mapping with various tiles have been performed in order

to find the tile with maximum area efficiency. I show SoT with tiles TileG2

and TileG1h2, on an average, outperform the one with TileG1 and TileG3 by

16% and 10% in area utilization, respectively. In this chapter, I demonstrate

the mapping of 3-input NPN-equivalent function along with various building

blocks for ambipolar logic circuits onto SoT of TileG2 and TileG1h2. From the

case studies carried, I conjecture TileG2 to be the fundamental building block

for future ambipolar circuits which employ top-gated transistors with two

independent gates.

The second part of the chapter studies the sizing of the TileG2 with respect

to the number of vertically-stacked SiNWs. The information regarding the

number of vertically stacked nanowires is important for technologists in

order to optimize the fabrication of the basic building block (layout fabric).

Circuit-level benchmarking is performed in order to study the benefits of

DG-SiNWFET circuits when compared to CMOS circuits at 22nm node.

The performance of DG-SiNWFET with varying number of vertically-stacked

SiNWs is extracted from TCAD simulations and introduced into a simple

SPICE table model. Different cell libraries are then characterized by electrical

simulations. Benchmark circuits are mapped onto SoT to compare the

performance (timing, leakage power and area) of logic tiles with CMOS

technology at 22 nm technology node. When compared to Si-CMOS, averaged

across regular benchmark circuits, I observe 1.8x improvement in delay and

16x decrease in the leakage power with an area overhead of 58%. Finally,

I evaluated the performance of datapath circuits, which are dominated by

XOR/XNOR gates. Comparing DG-SiNWFET to CMOS at 22nm, I observe

2.1x improvement in delay with an area overhead of 17%.

This chapter of the thesis concludes the second part of this thesis, which

deals with design methodologies for silicon nanowire FETs. In the following

chapter, robust design techniques for carbon nanotube FET (CNFET) based

circuits are addressed, and the yield of the CNFET circuits is improved by

layout techniques immune to CNT-imperfections and by leveraging inherent

properties of CNT technology.
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Foreseeing the trends dictated by Moore’s law and anticipating the fundamen-

tal limits of CMOS technology in the near future [151, 17], the semiconductor

industry is in a quest for a successor technology to CMOS. Among the

technologies being considered, Carbon Nanotube Field Effect Transistors
(CNFETs) appear to be one of the promising successors to MOSFETs due

to their superior device characteristics [152, 153, 154]. CNFETs can be

classified based on the operation of the device as, Schottky Barrier CNFET,

MOSFET-like CNFET, and Band-To-Band-Tunneling CNFET [155]. In this

work, I consider top-gated MOSFET-like CNFETs (MOS CNFETs) [153].

For the sake of simplicity, I will refer to MOS CNFETs as just CNFETs from

here on.

A representative CNFET structure is shown in Fig. 7.2. Multiple semi-

conducting Single-Walled Carbon Nanotubes (SWCNTs, or simply CNTs) are

grown on or transferred onto a substrate. The CNTs in the device act as

transistor channels whose conductivity can be modulated by the gate [156].

The source and the drain regions of CNTs are heavily doped. During the

doping process the gate is self-aligned, thereby leaving the CNT region under

the gate undoped (intrinsic CNT region). The current carriers in the CNT

channel are controlled by the electric field applied to the gate and the type of

doping realized on both sides of the un-doped region. The gate, source and

drain contacts, and interconnects are defined by conventional lithography,

whereas the inter-CNT spacing is not limited by lithography.

CNFET devices fabricated with ideal CNT synthesis can potentially

provide more than an order of magnitude benefit in Energy-Delay Product
(EDP) over Silicon CMOS at 16 nm technology node [157, 158]. Franklin
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Figure 7.1: (a) CNFET structure. (b) Top view of CNFET.

et al., have demonstrated a sub-10 nm CNFET, which outperforms its
competing Si devices by more than four times in terms of normalized current
density at low operating voltages of 0.5 V [159], thereby making them ideal
for both high performance and low power applications. However, significant
challenges in CNT synthesis prevent CNFETs today from achieving such
ideal benefits [160]. CNFET technology is expected to have higher variability,
as compared to CMOS, because of the following CNT-specific imperfections
related to CNT-synthesis: 1. The presence of metallic CNTs (m-CNTs,
versus the useful semiconducting or s-CNTs); 2. CNT diameter variations; 3.
Mispositioned-CNTs; and 4. CNT density variations.

All of the above imperfections cause variations in the drive currents
of CNFETs, which lead to delay variations and/or logic failure. Logic
failures can be abstracted as stuck-open and bridging faults. The former
case corresponds to having no CNTs, or no continuous CNTs, in a channel
region. The latter corresponds to having either m-CNTs in a channel region
or mispositioned CNTs. For VLSI circuits with billions of transistors, CNT
failures can substantially reduce the overall circuit yield.

In this chapter, I address physical design techniques to minimize failure
of CNFET circuits. Based on these techniques, I design a yield-enhanced
standard cell library for realizing the complete IC design flow, in order to
study the system-level performance of CNFET circuits at advanced technology
nodes. Our work contributes in three folds:

• Aligned-active layout technique, which takes into account CNT-
correlation to improve the yield of CNFET circuits.

• A novel mispositioned-CNT immune layout technique, which ensures im-
munity to mispositioned-CNTs.

• System-level benchmarking of CNFET circuits.
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This chapter is organized as follows. First, a survey on various CNT
challenges and relevant design techniques to handle them is presented.
Next, I study the impact of CNT-correlation to improve the yield of the
CNFET circuits. Then, various mispositioned-CNT immune layouts styles are
presented, followed by designing a yield-enhanced standard cell library. With
the help of yield-enhanced cell library, I perform circuit-level benchmarking to
compare CNFET technology to CMOS at various technology nodes. Finally,
the chapter is concluded by discussing the results and by summarizing the
contribution of this part of the thesis.

7.1 Challenges of CNFET Technology

An ideal CNFET device can potentially provide more than an order of mag-
nitude benefit in Energy-Delay Product (EDP) over Silicon CMOS at 16 nm
technology node [157, 158]. However, state-of-the-art CNFET technology faces
several challenges:

• CNT density: In order for CNFET device to match the performance of
state-of-the-art silicon CMOS, we require high CNT density with more
than 100 CNTs/um [158]. Current CNT synthesis techniques are far
from this target. Improvement in CNT density has been demonstrated
using techniques such as multiple-growth [161] or multiple-transfer
[162]. In order to achieve optimal energy-delay tradeoffs, CNFETs
with CNT density of about 250 CNTs/um are needed [156]. Apart
from the stringent need to increase the overall CNT density, one has
to note the inherent nature of CNT density variations and its effect on
circuit performance. CNT density variations are caused by non-uniform
spacing between the CNTs on the substrate, which are caused during
the CNT growth process using chemical synthesis techniques. This
results in CNFETs, though with a fixed width, having a variable number
of CNTs. Zhang et. al., have presented a model for characterizing
the CNT count in a CNFET as a function of CNFET width (W ) and
calibrated to experimental data [163].

• metallic CNTs: A CNT can be either metallic (m-CNT) or semicon-
ducting (s-CNT), depending on the CNT chirality [164]. Since it is very
difficult to precisely control the chirality during CNT synthesis, a CNT
can turn out be either m-CNT or s-CNT. State-of-the-art CNT synthesis
techniques typically produce 4% to 50% m-CNTs [165, 166]. Presence
of m-CNTs lead to CNFET circuit failure as m-CNTs can create
source-drain shorts causing excessive leakage and reduced noise margins
in CNFET circuits. To tackle the m-CNT challenges, researchers have
found out ways to either lower the fraction of m-CNTs during growth
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[165, 166], or to remove them before circuits are patterned [167, 168].
Layout techniques such as [169, 170] have also been developed to build
CNFETs highly tolerant to m-CNTs even in the absence of m-CNT
removal. Though techniques have been developed to remove m-CNTs
[171, 167], the process does not guarantee 100% removal of all the
m-CNTs, and moreover, it involves removing few of the s-CNTs.

• mispositioned CNTs: CNT growth techniques are able to produce
CNT arrays in which most of the CNTs are aligned in a single direction
[172, 173]. However, a small fraction of the CNTs can be misaligned.
These misaligned CNTs can cause changes in actual CNT length
in the CNFET channel and also introduces CNT-to-CNT junctions.
In the extreme cases, poor alignment of CNTs can cause functional
failures of logic gates ([174]). In this thesis, I propose special layout
technique to ensure immunity to these mispositioned-CNTs [175]. The
proposed design technique is compatible with existing CMOS design flow.

• CNT diameter variations: CNT diameter variations are also caused
by CNT chirality variations, as the diameter of a CNT is a function
of its chirality [164]. Current CNT synthesis techniques can produce
CNTs with diameters ranging from 0.5 to 3 nm. While this range of
variation in CNT diameter can introduce considerable variations in the
drive current of the device, few CNT synthesis techniques have reported
CNT diameter variation below 10% [176, 173].

All of the above challenges related to CNT-synthesis cause variations in
the drive currents of CNFETs, which lead to delay variations and/or logic
failure. For example, presence of metallic CNTs lead to device failure, and
has to be avoided by all means. For VLSI circuits with billions of transistors,
failures caused by these non-idealities can substantially limit the overall
circuit yield.

A few previous publications have analyzed the impact of some of these
CNT specific variations. Paul et. al. compared CNT diameter variations
to conventional variations in Si-CMOS such as channel length and oxide
thickness, and concludes that CNFETs are less sensitive to conventional
variations than to CNT-specific variations (such as CNT diameter variations)
[177]. Good electrostatic control and near ballistic transport in CNFETs can
significantly minimize the impact of conventional variation sources. It is also
suggested that CNT diameter variations can be very important because CNT
diameter directly modulates the band gap of a CNT, and therefore affects the
threshold voltage of CNFET.
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However, for logic circuit applications, single-CNT FETs have their
limitations. CNFETs that contain multiple CNTs (multi-CNT FETs) are
often used instead because these CNTs can conduct in parallel to provide
required drive current. Such configuration is also considerably helpful for
reducing variations because multiple CNTs can often behave independently in
a CNFET, leading to statistical averaging effects. Previous publications (e.g.,
[178, 179]) have shown that statistical averaging can significantly alleviate the
impact of CNT diameter variations and alignment variations.

Most of these previous analyses assume that a CNFET has a known
number of CNTs (CNT count) to start with, and focus on discussing the
impact of CNT diameter and alignment variations. However, CNT count
can vary substantially in a CNFET. I refer to these variations as CNT count
variations. CNT count variations in a CNFET can be caused by both grown
CNT density variations, and m-CNT-induced count variations, i.e.. the loss
of s-CNTs after m-CNT removal.

In this thesis, I focus on two important CNT imperfections: (a)
mispositioned-CNTs; (b) CNT count variation. On one hand, mispositioned-
CNTs affect the functionality of the transistor, eventually leading to errors.
On the other hand, CNT count variation lead to variations in the drive current
of the transistors. We introduce CNT correlation in order to minimize delay
variations caused by CNT count variation and based on this propose layout
technique to improve the overall yield of CNFET circuits.

7.2 CNT correlation

Correlation of CNTs is a very unique feature of CNFET technology. CNFETs
are correlated if they share the same CNTs forming their channel region. Fig.
7.2(a, b) shows the top view of complementary logic inverter with p-CNFET
(p-type) and n-CNFET (n-type). In Fig. 7.2a, we observe that both the
n-CNFET and p-CNFET have the same CNTs forming their channel region.
This is referred to as CNFET correlation. On the other hand, in the inverter
shown in Fig. 7.2c, the p-CNFET and n-CNFET are uncorrelated as they are
formed by different CNTs. In Fig. 7.2(c, d) we illustrate the impact of CNT
count variation on the two inverters. For CNFETs which are correlated (Fig.
7.2c), the impact of CNT count variation is uniform on both the CNFETs. On
the other hand, for uncorrelated CNFETs (Fig. 7.2d), the drive current of each
CNFET is independent to CNT count variation. In the example illustrated,
we observe that the inverter in Fig. 7.2d has a stronger p-CNFET. The impact
of CNT correlation on CNFET circuits will be studied in the following section.
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Figure 7.2: (a, c) Top view of an inverter with CNFETs having the same
CNTs (referred to as correlated CNFETs); (b, d) Top view of an inverter with
un-correlated CNFETs; (a, b) Ideal CNT; (c, d) CNT count variation

7.3 Yield of CNFET with respect to
CNT-Correlations

In this section, the impact of CNT correlations on the overall yield of CNFET
circuits is studied. The work presented in this section is based on the work
of Jie Zhang from Stanford university [180, 181], with whom I collaborated to
develop imperfection-immune layouts for CNFET circuits.

7.3.1 Model for CNT Count Limited Yield

CNT count failure can be caused due to m-CNTs, CNT density variations
and mispositioned CNTs. The effect of mispositioned CNTs within a CNFET
has been found to be very limited [174], especially when the channel length is
small or if directional CNT growth is adopted. Therefore, our model focuses
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on CNT count failure caused by m-CNTs and CNT density variations.

During CNT growth, assume each CNT has a probability pm of being

metallic and ps (=1-pm) being semiconducting. Consider an m-CNT removal

process [168], where pRm stands for the conditional probability of a CNT being

removed given it is an m-CNT. For practical VLSI circuit applications, pRm

of greater than 99.99% is required [182]. For most of the discussions in this

work, we assume that pRm → 1. As a side effect, m-CNT removal processes

may also inadvertently remove some fraction of s-CNTs, and the conditional

removal probability of a s-CNT is denoted by pRs. A single CNT can contribute

to CNT count failure of a CNFET if it is an m-CNT or if it is an s-CNT but

is removed inadvertently. Let pf stand for this probability, we have

pf = pm + pspRs (7.1)

Consider a CNFET designed with width W, that has N = N(W ) CNTs

prior to m-CNT removal. In the presence of CNT density variations, N(W )

has a statistical distribution, denoted by ProbN(W ). A model for the

probability distribution of N(W ) as a function of W, and the mean and

standard deviation of inter-CNT pitch (denoted by µS and σS), is presented

in [182]. This model is utilized by keeping the σS / µS ratio as reported in

[182]. In our analysis the mean of inter-CNT pitch (µS) is assumed to be an

optimized value of 4 nm [156].

The probability of CNT count failure (or simply failure probability) of a

CNFET is denoted by pF . Assuming CNT failures are independent of each

other, the CNFET fails only if all the N(W ) CNTs fail. Applying the law of

total probability, pF is found to be

PF (W ) =

�

Ni

pNi
f Prob{N(W ) = Ni} (7.2)

Figure 7.3 illustrates the relationship of pF vs. W for different processing
conditions. For each case, pF decreases exponentially with W, as can be seen

from equation (7.2). Hence the pF of a CNFET can be reduced by increasing its

width. However, this approach is expensive as it increases the gate parasitics.

7.3.2 Circuit-Level Yield Model

To evaluate yield at the circuit level, a chip consisting of M transistors (CN-

FETs) that are independent of each other is considered, with Wi representing

the width of the ith CNFET. The circuit-level yield is given by

Y ield =

M�

i=1

{1− pF (Wi)} ≈ 1−
M�

i=1

pF (Wi) (7.3)
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!Figure 7.3: CNFET failure probability vs. CNFET width (pRm = 1). [180]

where pF (Wi) can be found using (7.2) or equivalently from Figure 7.3.
Because pF (Wi) is sensitive to CNFET width Wi, most of the yield loss in
(7.3) is due to small-width CNFETs. To optimize an existing circuit design to
meet a certain yield, a simple strategy is to increase the sizes of the small-width
CNFETs according to a threshold width (Wt). We further define Wmin as the
minimum possible Wt, such that a chip level yield requirement (Y ielddesired)
is met. Formally, Wmin can be found by solving the following optimization
problem

Wmin = min(Wt)

s.t. Y ield =
M�

i=1

{1− pF (UWt(Wi))} ≥ Y ielddesired
(7.4)

where UWt(Wi) = max(Wi,Wt) is an “upsizing” function. Finding the ex-
act optimal solution to (7.4) can be tedious, but the problem can be substan-
tially simplified by neglecting the yield loss in (7.3) due to non-minimum-sized
transistors. That is, if there are Mmin transistors with minimum size (Wt),
then problem (7.4) can be re-written as

Wmin = min(Wt)

s.t. Y ield =
M�

i=1

{1− pF (Wt)} ≈ 1−MminpF (Wt) ≥ Y ielddesired
(7.5)

The procedure for finding Wmin according to (7.5) is straightforward:
take a device-level pF vs. W curve such as Figure 7.3, draw a horizontal
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line corresponding to (1 − Y ielddesired)/Mmin and the x-coordinate of the

intersection gives Wmin. Although estimating Wmin for (7.5) can be iterative

in nature, it is simple in practice especially for discrete sizing schemes adopted

in standard cell based designs.

!Figure 7.4: Case study: (a) Transistor width distribution of an OpenRISC core

synthesized using Nangate 45nm Cell Library. (b) Gate capacitance increase

(penalty) vs. technology node associated with upsizing the small transistors

to Wmin. [180]

As a case study, a transistor sizing distribution (shown in Figure 7.4a)

extracted from an OpenRISC processor design (cache not included) [98]

synthesized with the Nangate 45nm Open Cell Library [88] is considered.

Mmin can be estimated to contain the two left-most bins in Figure 7.4a, which

gives 33% of the total number of transistors M . If M = 100 million and the

desired circuit yield is 99% (assuming pRs = 5%), the Wmin in this example is

about 155 nm (illustrated in Figure 7.3). This result verifies the initial choice

of Wmin for containing only the first two bins.

Next, area and power penalties associated with upsizing small-width CN-

FETs is discussed. For standard cell-based designs, there is little area penalty

for up-sizing the smallest cells, since there is enough free space available as

the distance between the rails is fixed. For example, none of the cells in our

library requires an area increase to accommodate the upsized CNFET. Energy

and power penalties, on the other hand, are unavoidable due to the capac-

itance increase. Figure 7.4b shows the energy penalty (%) associated with

such upsizing calculated based on the power reports generated by Synopsys

Design Compiler. A scaling analysis is also performed for different technology
nodes beyond 45 nm by assuming that the CNFET dimensions scale linearly

with technology node by 0.7x per generation, while the inter-CNT pitch (µS)

remains constant at 4 nm. Analysis is not performed beyond the 16 nm node

due to the limitations of the CNFET Spice model [183]. Placement of the

circuits is performed using Capo [184] and wire parasitics are estimated using

FLUTE [185] combined with parameters from [186]. Note that, because the
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!Figure 7.5: a) Non-aligned layout style on uncorrelated CNT growth. (b) Non-

aligned layout style on directional CNT growth. (c) Aligned-active layout style

on directional CNT growth. [180]

value of Wmin does not scale with technology, the amount of energy penalty is

expected to increase significantly as technology scales down.

7.3.3 CNT Correlation for Enhancing the Yield of CNFET
Circuits

The circuit-level yield (and therefore Wmin) calculation in previous section is

based on the assumption that failure probabilities (pF ) of all CNFETs are

independent of each other. This assumption is close to reality if the CNFET

circuit is fabricated using a growth that produces uncorrelated CNTs (e.g.,

Figure 7.5a). However, if directional CNT growth (Figure 7.5b) is used, this

assumption is overly pessimistic. If two CNFETs have the same size and are

aligned in the CNT direction (Figure 7.5c), large correlation can be observed

in both CNT count ([187]) and CNT type (i.e.., metallic or semiconducting

[170]) of the CNTs contained in the two CNFETs. To simplify the analysis,

we assume that all CNTs have a fixed length LCNT . Perfect correlation

between CNFETs can be achieved if they are spaced within the CNT length,

and CNFETs are completely uncorrelated when spaced beyond LCNT .

To find a less pessimistic value of Wmin for directional CNT growth, we

assume that the whole circuit (consisting of Wmin small-width CNFETs, as

defined in Sec. 7.3) is distributed in KR rows. CNFETs taken from different

rows do not share common CNTs and are therefore independent with each

other. The yield expression of (7.3) can be re-written as

Y ield =

KR�

i=1

(1− pRFi) ≈ 1−
KR�

i=1

pRFi = 1−KRpRF (7.6)

where pRFi is the failure probability of row i, and pRF is the chip-level

average value of the pRFi ’s.
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Calculating pRF in a general case (allowing arbitrary positioning of the
CNFETs) requires numerical methods. However, we realize that the minimum
value for pRF is achieved in the special case where all the minimum-sized
CNFET active regions are strictly aligned to each other (as shown in Figure
7.5c). This layout style is defined as aligned-active layout. Because all the
CNT counts and types are correlated in this case, the probability of having a
failing row is the same as the probability of having one failing CNFET in this
row, i.e.., pRF = pF . Comparing it with the fully independent case (7.4), the
circuit failure probability (i.e.., 1−Y ield) is reduced by Wmin/KR times. This
ratio ofWmin/KR represents the average number of minimum-sized CNFETs in
a row, which we denote by MR

min. M
R
min is largely determined by LCNT and the

average pitch between the small-width CNFETs (denoted by pmin-CNFET):

MR
min = LCNT / Pmin−CNFET (7.7)

Hence, CNT growth with large LCNT or designs with small pmin−CNFET are
both beneficial to the yield improvement. With the improved yield expression
(7.6), the requirement that determines Wmin in (7.5) can be relaxed by the
exact same amount as the reduction in pRF . A much lower Wmin can therefore
be expected.

7.4 Mispositioned-CNT Immune Circuits

Various research groups have shown highly-aligned CNTs by growing them
on single-crystal quartz [188] [173]. Nevertheless, a small percentage of CNTs
tends to be mispositioned (mispositioned-CNTs). Mispositioned-CNTs affect
the functionality of logic gates, by causing CNT short failures. Figure 7.6
shows a 2-input NAND gate with transistors A and B, connected in series in
the pull-down-network (PDN) and connected in parallel in the pull-up-network
(PUN). The mispositioned-CNTs in the PUN do not pass under the gate
region, hence are completely doped with p+ dopants, thereby creating an
unnecessary short circuit between the supply (Vdd) and output (out). CNT
short failures rise with the increase in distance between the gates (A and B
in our example), leading to undesired logic errors.

A design technique, called mispositioned-CNT immune layout, to handle
the errors caused by mispositioned-CNTs was presented in [174], where etched
regions are realized to avoid unnecessary short circuits. Figure 7.7 illustrates
an example of an And-Or-Inv (AOI21). Etched region is introduced between
the gates A and B in the pull-up network (PUN), thereby breaking the CNTs
that are not aligned to the gate.

A general rule of thumb for mapping a generic schematic to mispositioned-
immune layout presented by [174](shown in Figure 7.7) is given below:
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!Figure 7.6: Logic errors caused by mispositioned-CNTs. [174]

• A node is mapped to a metal contact. In Figure 7.7, nodes Vdd, x, Out

and Gnd are realized with a metal contact in green.

• CNTs between the parallel transistors are etched away. In the example

shown in Figure 7.7, etched regions are introduced between transistors

A and B in the PUN and transistors A-B and C in the PDN.

• Transistors in series have the same CNTs running under the gate region,

hence not affected by mispositioned-CNTs.

7.4.1 Layout Technique Based on Euler Paths

In this work, I propose mispositioned-CNT immune layout techniques based

on Euler paths [124] [189], which is similar to traditional CMOS layouts.

In order to realize an Euler path for the circuit, a logic graph of the

schematic is first constructed, where each transistor is represented by an

edge in the graph and the connection between the transistors is denoted

by a node. Euler path is defined as a trail in the graph which traverses

every edge only once. The path is defined by the order of each transistor name.

Figure 7.8 illustrates the two possible layout schemes of an AOI21 gate. In

Figure 7.8a, one Euler path is realized for each PUN and PDN. This technique

is reminiscent to the existing CMOS layouts, where Euler paths are chosen
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! Figure 7.7: Mispositioned-CNT immune layout [174].

with similar transistor ordering [189]. With optimal transistor ordering, the
intra-cell routing complexity is minimized, thereby leading to regular layouts.
Figure 7.8a shows the layout of the AOI21. Since the PUN and PDN are
realized with Euler paths, we can observe that the layout of networks is
immune to mispositioned-CNTs. The CNTs between the PUN and PDN are
etched away in order to avoid the logic errors caused by mispositioned-CNTs.

In an alternative approach, a simple layout can be realized by drawing
one Euler path for the entire circuit covering both the PUN and PDN (see
Figure 7.8b). I observe that mispositioned-CNTs have no effect on this layout
style, as at any given point CNTs are either connected to a metal contact
(node) or passing under a gate. As a further step, the sizes of the tran-
sistors can be varied for balancing the drive strength of the PUN and the PDN.

In the case of layout scheme presented in Figure 7.8a, conventional CMOS
layout techniques can be applied for generating the layout. On the other
hand, for the novel layout scheme in Figure 7.8b, the following heuristic can
be applied for mapping a generic schematic.

• Create a graph of the circuit, with the contacts mapped as nodes and
gates as edges, which connect the nodes.

• Draw an Euler path traversing all the nodes and edges of the entire
network (no concept of PUN and PDN). Since I consider only one Euler
path, transistor ordering need not be taken into account. In case if an
Euler path does not exist, a break in the active region can be realized.
However, this will not affect the immunity towards mispositioned-CNTs.
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!Figure 7.8: Misaligned-CNT-immune layout based on Euler paths. (a) One
Euler path for each PUN (red line) and PDN (blue line). (b) One Euler path
for the entire schematic (dotted line).

7.4.2 Mispositioned-CNT Immune Layouts with respect to
CNT Correlation

From Section 7.2 I infer that yield of circuit is improved by maximizing
the correlation between the transistors. Hence maximum yield is obtained
by correlating all the CNFETs comprising the circuit. All the three layout
techniques presented in Section 7.3 are analyzed here with respect to CNT
correlation and cell routing complexity. This gives us the optimal choice of
layout for designing the standard cell library.

As an example, I study a 3-input NAND gate realized with all the three
layout styles. The schematic of the NAND gate is shown in Figure 7.9a. In
Scheme-1, etched regions are realized between the transistors in parallel [174].
In Figure 7.9b two etched regions are realized between gates A and B and
gates B and C of the PUN. Transistors in the PDN are in series, hence not
affected by mispositioned-CNTs. It can be observed that all transistors in
the PDN are correlated as they have the same CNTs forming the channel for
all the three transistors. However, in the PUN all the three transistors are
uncorrelated, thereby affecting the yield of the logic gate (see Section 7.2).

Scheme-2 and Scheme-3, shown in Fig. 7.9, are obtained by employing
the layout technique presented in Section 7.4.1. The layout style presented
in Scheme-2 (Figure 7.9c) is similar to the standard cell CMOS style layouts
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!Figure 7.9: NAND3 gate. (a) Circuit schematic. (b, c, d) Mispositioned-CNT-
immune layouts.

[124]. The PUN and PDN are separated by an etched region, thereby gaining
immunity to mispositioned-CNTs. We can observe from Figure 7.9c that all
the CNFETs in the PUN (and also in the PDN) are correlated. However, the
PUN and PDN are not correlated. Hence any logic gate can be realized with
just two aligned-active grids. The main advantage of this layout scheme is
the intra-cell routing.

On the other hand, Scheme-3 is the ideal layout style for correlating
all the transistors of the network. Realizing a layout with only one Euler
path inherently makes all the transistors correlated. Hence we can obtain
maximum yield with Scheme-3 layout style. However, the intra-cell routing to
connect the gates in the PUN and PDN is complex, as an extra metal layer is
needed. Hence, the regularity at the gate stack is compromised for making all
the transistors correlated. Moreover, the layouts tend to be wider and shorter
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Table 7.1: Area, Routing complexity (minimum # Vias and ICRA), and
AAGs for Mispositioned-CNT immune layout schemes.

as we place the PUN next to the PDN [175].

Table 7.1 reports various performance metrics (cell routing complexity,
active area and the number of Aligned-Active Grids (AAG)) of the three
layout schemes applied for various logic gates. In order to avoid technology
dependency, I employ λ-based rules [186] for calculating the area of the cell
and Intra-Cell Routing Area (ICRA). The length of the transistor is set to 2λ
with the minimum transistor width of 8λ.

Transistor sizing is taken into account for all the gates. The number of
AAGs varies for Scheme-1 based on the function and fan-in of the logic gate.
Intra-cell routing complexity for Scheme-1 increases for complex gates and
gates with high fan-in. In the case of Scheme-2, the intra-cell routing is
simplified with the minimum number of AAGs set to two. On the other hand,
for Scheme-3, extra resources in terms of cell area and intra-cell routing is
needed for achieving minimum number of AAGs. Among the three layout
schemes presented, I observe that Scheme-2 is preferable when considering all
the performance metrics (cell area, intra-cell routing area, and the number of
AAGs).

7.5 Yield Enhanced CNFET Cell Library

Layout techniques to improve the yield of CNFET circuits (presented in
Sections 7.3 and 7.4) are employed here to realize the desired standard cell
library. From Section 7.3, I infer that Scheme-2 is an ideal choice for realizing
standard cells due to its simplified intra-cell routing as well as ease in aligning
the critical transistors of the PUN and PDN. However, in order to improve the
overall yield of the CNFET circuit, the aligned-active layout style requires the
active regions not only within each individual cell, but also between different
cells to be aligned to each other.
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Hence, for designing a new standard cell library an aligned-active technique
is added to the new set of design-rules. The aligned-active design rule ensures
that an active-area grid is virtually marked where all the transistors of the
PUN (and also of the PDN) are aligned. In this section, I study the impact
on cell area and gate capacitance by applying the aligned-active design rule
on existing libraries. I applied the aligned-active restriction to an existing
standard cell library [88] by the following heuristic:

• Estimate Wmin according to Equations (7.5) and (7.6).

• Find active regions corresponding to all the CNFETs with width smaller
than Wmin and perform upsizing. These active regions are called critical
active regions.

• Place the n-type (same for p-type) critical active regions of all cells in
the cell library in such a way that their y-coordinates match with each
other.

• Modify the intra-cell routing as necessary.

Note that, although non-critical active regions have not been explicitly
mentioned in the above heuristics, it is still beneficial to align them with the
critical active regions as much as possible.

The standard cells in the Nangate Open Cell Library [88] were modified ac-
cording to the aforementioned procedure for the enforcement of aligned-active
restriction. Figure 7.10 illustrates one of the standard cells (AOI222 X1)
before (a) and after (b) enforcing this restriction. An example of DFFS X2
flipflop with aligned-active restriction is shown in Fig. 7.11. The critical
n-type active regions in this cell are highlighted in dashed yellow lines. After
the modification, all the n-type active regions in the cell are aligned according
to a globally defined grid. The cell width has increased by 9% as a result of
this change.

I now discuss the area costs of strictly aligning the critical transistors
(W < Wmin) of an existing CMOS standard cell libraries. Altering the
positions of active regions in the critical cells will have an impact on the
intra-cell as well as inter-cell routing. However, in order to minimize the
penalty on inter-cell routing, I retained the location of the I/O pins as much
as possible while modifying the cells.

Aligning to the optimal grid has an area impact on 4 cells (out of a total
of 134 cells) from the Nangate Open Cell Library, including AOI222 X1 and
DFFS X2 cells shown in Fig. 7.10 and Fig. 7.11. I have further extended
my analysis to a commercial 65 nm standard cell library, having 775 cells.
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About 20% of the library cells have an impact on area while aligning the
active regions. Table 7.2 presents the area penalty on standard cell libraries
for enforcing aligned-active layout style. Overall I observe that aligning active
regions becomes complex for gates with high fan-in as well as flip-flops and
latches, thereby leading to area penalty. However, the area penalty can be
minimized by increasing the number of aligned-active regions of the standard
cells. For example by doubling number of AAR for both p-type and n-type
CNFETs, instead of one, results in zero area penalty. However, the pRF

benefit is reduced by 2x (described in Section 7.2), which corresponds to less
than 5% increase in Wmin.

7.6 System-Level Benchmarking

In this section, I perform system level evaluation of CNFET circuits. Physical
design techniques presented in the previous sections are employed to design
a yield-enhanced standard cell library, based on which I synthesize various
benchmark circuits. Comparison with CMOS circuits is drawn considering
area, delay, and power at various technology nodes. A snapshot on the
overall design methodology considered in this work is presented in Fig.
7.12. The proposed flow starts from CNT synthesis and leads to complete
IC design flow. A brief overview of the design methodology is explained below:

• CNT Synthesis: Carbon nanotubes are grown using chemical
synthesis and the exact positioning and chirality of CNTs is very

!Figure 7.10: Enforcing aligned-active layout style to the AOI222 X1 cell from
the Nangate 45nm Open Cell Library.
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Figure 7.11: Enforcing aligned-active layout style to the DFFS X2 cell from

the Nangate 45nm Open Cell Library.

4

Table 7.2: Area penalty on standard cell libraries for enforcing aligned-active

layout style.

difficult to control. As a result, we have a mixture of semiconducting

and metallic CNTs (5% to 50% m-CNTs). By removing the m-CNTs

[168], we are remained with s-CNTs for building reliable CNFET circuits.

• CNT correlation: Correlation of CNTs is a very unique feature of

CNFET technology. CNFETs are correlated if they are aligned in

the CNT direction, i.e.. CNFETs with similar CNTs forming their

channel region. For example in Figure 7.12, large correlation can be

observed in both CNT count [187]) and CNT type (i.e.., metallic or

semiconducting [170]) for CNFET-1 and CNFET-2. On the other

hand, CNFETs are uncorrelated if they have different CNTs forming

their channel (e.g., CNFET-2 and CNFET-3). In Section 7.2, we

quantitatively showed how CNTs correlation can improve the yield
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Figure 7.12: Design methodology.

of the circuit. The key idea is to maximize correlation between CNFETs.

• Mispositioned CNTs: During the CNT fabrication process, some
CNTs are mispositioned due to the lack of control on CNTs position. As
discussed in Section. 7.4, mispositioned-CNTs can cause logic failures.
With the help of mispositioned-CNT immune layout techniques, these
logic errors are avoided, thereby improving the yield of CNFET circuits.

• IC design flow with yield-enhanced standard cell library: By
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maximizing CNT correlation and with the help of mispositioned-CNT

immune layout technique a standard cell library is designed in order

to improve the overall yield of CNFET circuits (see Section. 7.5). By

incorporating the yield-enhanced cell library in the overall IC design

flow, I study the system level performance of CNFET circuit at various

technology nodes (32 nm, 22 nm, and 16 nm).

7.6.1 Experimental Setup

A detailed design flow for system-level benchmarking of CNFET circuits is

presented in Fig. 7.13. For the design of yield-enhanced CNFET cell library,

CNT synthesis parameters like (pRm, pRs, and pm) are needed in order to

find the minimum width of the transistor. For improving the yield of CNFET

circuits, I employ both the aligned-active and mispositioned-immune layout

styles to design various standard cells. The set of standard cells consists of 32

combinational logic cells such as NAND2, NAND3, NOR2, AOI21, . . . and a

D flip-flop with asynchronous reset and preset. Electrical characterization of

standard cells is done with Encounter Characterizer tool [93] using the Stan-

ford’s CNFET compact model [190]. To enable our performance evaluation of

CNFET circuits, I generate libraries (*.lib files) for various technology nodes

(32 nm, 22 nm and 16 nm) at a nominal voltage of 0.8 V. CMOS counterpart

libraries have been generated using PTM models [137]. The gate sizing

respects the Nangate library [88] sizing and ideal transistor scaling have been

applied for both logic and memory scaling between the different technology

nodes. In addition to the gate characterization, a simple and ideally scaled

model of the wire load is considered.

I then use a set of logic circuits taken from the OpenCores repository [98].

These benchmarks illustrate various applicative constraints from simple gate

dominated circuits (e.g. memory controller) and interconnection dominated

circuits (e.g ethernet) to complex blocks (OpenRISC processor). Synopsys

Design Compiler [97] does the synthesis of these circuits. Timing, power and

area reports are considered to evaluate the impact of CNFET implementation

when compared to CMOS counterparts.

7.6.2 Results and Discussion

CNFET vs. CMOS at various technology nodes

In this section, I study the critical path delay and dynamic power of CNFET

and CMOS circuits. For a fair comparison, each benchmark is constrained

with the same clock frequency for CMOS and CNFET at each technology

node. The clock frequency is set to the maximum frequency achieved by
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Figure 7.13: Design flow.

the CMOS equivalent circuit. In Table 7.3, I present the delay and dynamic

power of various benchmarks taken from opencores [98].

Fig. 7.14 illustrates the decrease in critical path delay for various

benchmarks. I observe that the maximum achievable frequency, set by CMOS

gates, is easily met when mapped with CNFET libraries. For example,

the minimum delay achieved for the mem ctrl when mapped with CMOS

22nm technology is 0.32 ns. This delay is set to the delay constraint when

synthesizing the mem ctrl with CNFET 22 nm library. The critical path of

mem ctrl with CNFET gates is 0.13 ns when compared to 0.32 ns delay set

by CMOS gates. I observe two different trends for the benchmark circuits.

On one hand, gate-dominated circuits like wb conmax and mem ctrl show

significant improvement in delay characteristics with CNFET gates. For

instance, more than 3x improvement in critical path delay is achieved at 16

nm node. On the other hand, interconnect-dominated circuit (eth) shows

marginal improvement (10%) in critical path delay, as the major part of the

delay comes from the interconnect.

In Fig. 7.15, I show decrease in the dynamic power for all the benchmarks
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Table 7.3: Critical path delay and Dynamic power at various process nodes
for CMOS and CNFET technologies.

with CNFETs when compared to CMOS. Dynamic power reported in Table
7.3 includes both the internal power and the net switching power. In our
simulations, I observe decreasing trend in dynamic power with scaling (from
32 nm to 16 nm) for both the technologies. Maximum reduction in dynamic
power is achieved at lower technology nodes (22 nm and 16 nm) for all
the benchmarks. Averaged across all the benchmarks and nodes, I observe
2.3x improvement in dynamic power with CNFET technology over CMOS
technology for the same frequency of operation.

Energy-delay-product (EDP) is an attractive metric to compare designs, as
one can trade increased delay for lower energy per operation (e.g., by scaling
down the supply voltage, we can trade the increase in delay with the decrease
in overall energy consumption). Fig. 7.16 shows the improvement in EDP
with CNFET gates when compared to CMOS. I observe maximum EDP gains
for gate-dominated circuits ranging from 2x to 8x. Averaged across all the
benchmarks, CNFET circuits show 5.7x improvement in EDP when compared
to CMOS circuits.

Maximum performance

In the previous section, I studied the CMOS circuits and CNFET circuits
operating at the same frequency. I observed that CNFET circuits meet the
CMOS delay requirements with ease, due to the superior device characteristics
of CNFETs. Here, I study the maximum frequency achieved by benchmark
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!Figure 7.14: Critical path delay improvement of CNFET circuits when com-

pared to CMOS circuits.

!Figure 7.15: Dynamic power improvement of CNFET circuits when compared

to CMOS circuits.

circuits with CNFETs. This study will shed some light on the impact of

CNFET technology on high performance computational blocks, which are

desired to operate at maximum possible frequencies. In order to maximize the

performance, I synthesized the benchmarks with very low delay constraints.

Fig. 7.17 shows the maximum frequency improvement for various benchmark

circuits. At 16nm I observe a maximum frequency gain of 8.5x, averaged
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!Figure 7.16: EDP of various benchmarks with CNFETs when compared to
their implementation with planar CMOS technology.

across all the benchmark circuits. However, it has to be noted that the
dynamic power increases with frequency. The increase in power can be kept
under control by applying voltage scaling design technique. An optimal
operating condition can be found by applying low power design techniques,
considering various frequencies and supply voltages, in our system-level
simulation framework. Finding the optimal voltage for each benchmark is
beyond the scope of this work.

Case study: OpenRISC processor

In the previous two sections, I evaluated the performance improvement of var-
ious benchmarks circuits (gate-dominated as well as interconnect-dominated).
Here, I study the impact of CNFET technology at a higher abstraction by
mapping an OpenRISC processor with CNFET technology. I synthesized
the OpenRISC 1200 processor [98] at various lithography nodes for both
CMOS and CNFET technologies. Our main motive is to find the maximum
frequency achievable at each of the technology nodes. Fig. 7.18a depicts the
maximum frequency of an OpenRISC core for each node. Large memory
banks have been used for the different nodes. I evaluated the performance
by assuming the same ideal memory bank for both CMOS and CNFET
processor. Optimized design with memory realized with CNFETs is out of
scope of this work. CNFET technology outperform CMOS with a gain of up
to 2.1x at 16 nm node, leading to a maximal performance of 4 GHz. The
performance improvement of CNFET processor does not match the results
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!
Figure 7.17: Maximum frequency improvement with CNFETs when compared

to CMOS technology.

presented in the previous section, where I showed 8.5x improvement at 16

nm node. The main reason comes for limited performance gain coming from

the critical path delay to access the data from the memory bank. Further

improvement in performance of CNFET processor can be envisaged by

realizing the interconnect with CNTs [191].

Fig. 7.18b illustrates the energy-delay-product for the OpenRISC proces-

sor. EDP is extracted by assuming same clock constraints for CMOS and

CNFET. Averaged across all the nodes, I observe 1.5x improvement in EDP

with CNFET processor when compared to equivalent CMOS implementation.

!
Figure 7.18: OpenRISC 1200 casestudy at various technology nodes. (a) Max-

imal frequency achievable. (b) Energy-delay-product.
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7.7 Chapter Contribution and Summary

In this chapter, robust design techniques to improve the yield of CNFET

circuits are presented. With aligned-active layout style, the yield of the

CNFET circuits is improved by taking the advantage of CNT correlations.

In the context of standard cell based design, two aligned-active grids (one

for each PUN and PDN) are needed in order to ensure that all the CNFETs

(either in PUN or PDN) placed in a standard cell row have high proba-

bility of sharing the same CNTs forming their channel. This chapter also

contributes towards a novel mispositioned-immune layout style which ensure

immunity towards circuits failures caused by mispositioned-CNTs. Various

mispositioned-immune layouts schemes are studied with respect to CNT

correlation and cell routing.

In order to improve the overall yield of CNFET circuits, the proposed

layout techniques which take into account the imperfections of the state-of-

the-art CNT synthesis process, are employed to design the standard cells

for CNFET circuits. A yield-enhanced standard cell library is designed by

applying both the aligned-active and mispositioned-CNT immune layout

styles.

With the yield-enhanced standard cell libraries, system-level benchmarking

is carried in order to compare CNFET circuits to their equivalent CMOS

circuits at various technology nodes. Averaging across various benchmark

circuits, at different technology nodes, a 5.7x improvement in energy-delay-

product of CNFET circuit over CMOS circuit is observed. When simulating

an OpenRISC heterogeneous processor, processor with CNFET gates is sped

up by 2.1x when compared to CMOS at 16 nm technology node.





Conclusions and Future
Work 8
This thesis addresses design techniques and CAD tools for three emerging

nanotechnologies: 1) the first part presents physical design methodologies for

fabricating circuits based on 3D monolithic integrated (3DMI) technology,

2) the second part deals with double-gate silicon nanowire FET (DG-SiNW

FET) and 3) the third part deals with imperfection-immune layout techniques

for carbon nanotube FET (CNFET) circuits. This thesis aims at bridging

paths between technology and design for exploring new nanotechnologies. All

the design tools presented in this thesis are developed in close collaboration

with our technology partners.

The design techniques presented in this thesis focus on unique aspects

that are common to all three nanotechnologies (3DMI, DG-SiNWFET,

and CNFET). Hence, some of the techniques presented for each of these

technologies can be extended to the other.

In the following section, a summary of every chapter is highlighted. Then

possible future works are proposed.

8.1 Thesis Summary and Contribution

After introducing this thesis with a general background on emerging nanotech-

nologies, the second and third chapter deal with physical design techniques

for 3D monolithic integrated circuits. The fourth chapter proposes a novel

integration scheme for 3D integration combining both 3D monolithic and 3D

TSV based technologies. Then, the fifth and sixth chapters are on layout

techniques for DG-SiNW FET technologies. The seventh chapter deals with

robust layout techniques for imperfection immune CNFET circuits.

153
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In Chapter 2, I present standard cell design techniques for fine-grain 3D

circuits based on 3DMI technology. This chapter explores for the first time

various cell-transformation techniques for 3DMI circuits. I propose a novel

cell-on-cell stacking, which enables overlapping of planar standard cells on

top of each other without any pin conflicts. I also study the area improvement

of cell-on-cell stacking compared to the planar as well as intra-cell stacking

and intra-cell folding design techniques. Both intra-cell - stacking and folding

techniques map a planar (i.e. 2D) standard cell to a 3D standard cell.

Whereas cell-on-cell stacking enables placing two planar cells on top of each

other while maintaning the regularity of ASIC design. When compared to

planar and intra-cell stacking configuration, I demonstrate improved area

efficiency with cell-on-cell stacking. Overall performance study comparing

the various cell transformations is studied after developing physical synthesis

tool for various cell configurations.

In Chapter 3, I study the performance metrics of various 3D cell transfor-

mations by realizing a complete physical synthesis flow (i.e. Logic-to-Layout)

for intra-cell and cell-on-cell design techniques. Existing placement tools are

employed for intra-cell stacking and folding techniques, as they require efforts
only in designing the 3D cells. This chapter presents for the first time a new

physical synthesis tool (CELONCEL) for cell-on-cell stacking. CELONCEL

design technique comprises of CELONCELLIB and CELONCELPD. CELON-

CELLIB comprises of two sets of standard cells, one for the bottom active

layer and one for the top layer. CELONCELPD is a pre-/post-processor for

existing 2D placement engines which partitions the circuits across two active

layers. CELONCELPD transforms the monolithic 3D placement problem into

a virtual 2D problem solved using existing 2D placers. This chapter also

explores circuit level benchmarking of various circuits mapped with planar

(technology mapping) CMOS and 3DMI standard cell libraries at 45 nm node.

As compared to traditional 2D physical synthesis flow, with CELONCEL

(compared to planar implementation) I demonstrate reduction in the average

wirelength, critical path delay, and the die area. Compared to both intra-cell
- stacking and folding, cell-on-cell stacking fairs well in wirelength and delay

reduction for majority of the benchmark circuits.

In Chapter 4, I propose a novel vertical integration scheme, called 3.5D

integration, which synergizes existing 3D TSV and 3DMI technologies.

I chose intra-cell stacking for realizing gate-level integration with 3DMI

technology, thereby increasing the number of cores on a die. I consider a

synthetic case study of a 288-core MPSoC to get insight into the advantages

and disadvantages of the proposed integration scheme. By applying 3.5D

integration to a 288-core MPSoC, I conjecture 30% reduction in number

of stacked dies, 20% reduction in the overall manufacturing cost, and 30%

reduction in test cost when compared to a 3D TSV implementation. From
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technology mapping, our simulation show 11.5% improvement in performance

of various benchmarks comprised in the core. I also study the interconnection

network, where we observe large improvement in the latency of the 3D NoC

(average of 24%) for 3.5-D integration over 3D TSV implementation of the

MPSoC.

In Chapter 5, I address for the first time the physical design challenges of

ambipolar logic circuits based on DG-SiNW FET technology. With the help

of two independent gates, a control gate and a polarity gate, a DG-SiNW

FET can be field programmed to either p- or n-type transistor. This unique

feature of DG-SiNW FETs opens up new avenues for innovation in the way

we do circuit design. This chapter deals with fundamental physical design

problem of mitigating the gate-level routing congestion caused by the need to

access the two independent gates of each and every transistor. This problem

is unique to all the technologies contending for ambipolar logic circuits

which employ top-gated transistors with two independent gates. I propose

a novel symbolic layout for ambipolar logic called Dumbell-stick diagram.

Since the XOR functionality is inherent to DG-SiNW FET, ambipolar logic

is ideal for Boolean functions with embedded XOR/XNOR functions. The

main contribution of this chapter is a layout methodology and algorithm for

complex functions with embedded XOR/XNOR block. In this chapter, I

also study the effectiveness of DG-SiNW FET technology when compared to

CMOS technologies,with the help of a first-order model of the device at 22 nm

node. From our simulations at the gate level, I demonstrate the effectiveness

of DG-SiNW FET in realizing the fundamental arithmetic circuits.

In Chapter 6, I propose a novel layout fabric, called logic tiles, for

ambipolar logic circuits based on DG-SiNW FETs, which can be configured

to various logic gates. With the idea of Sea-of-Tiles (SoTs) methodology,

I envisage an array of tiles with a constant pitch spread across the chip.

I perform technology mapping with various tiles in order to find the tile

with maximum area efficiency. I show SoT with tiles TileG2 and TileG1h2

are optimal when considering the intra-cell routing and the respective area

utilization of the active area. In this chapter, I demonstrate the mapping

of 3-input NPN-equivalent function along with various building blocks for

ambipolar logic circuits onto SoT of TileG2 and TileG1h2, and I conjecture

TileG2 to be the fundamental building block. I also study the impact on

the performance of various benchmarks by varying the number of vertically

stacked nanowires of TileG2. Circuit-level benchmarking is performed in

order to study the benefits of DG-SiNW FET circuits when compared to

CMOS circuits at 22nm node. Benchmark circuits are mapped onto SoT to

compare the performance (timing, leakage power and area) of logic tiles with

CMOS technology at 22 nm technology node. I evaluated the performance of

datapath circuits, which are dominated by XOR/XNOR gates. Comparing

DG-SiNW FET to CMOS at 22nm, I observe 2.1x improvement in delay with
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an area overhead of 17%.

In Chapter 7, I investigate new design techniques for CNFET technology.
Current CNFET technology is prone to many CNT-imperfections which
affect the yield of CNFET circuits. In this chapter, I address two important
CNT imperfections to improve the overall yield of CNFET circuits. First, I
propose a novel mispositioned-immune layout style which ensures immunity
towards circuits failures caused by mispositioned-CNTs. Second, I present
aligned-active layout style which improves the yield of CNFET circuits by
taking the advantage of CNT correlations. Then I employed both the layout
techniques in order to obtain a yield-enhanced standard cell library. In the
second part of the chapter, I address system-level benchmarking of CNFET
circuits and compare to their equivalent CMOS circuits at various technology
nodes. I observe 5.7x improvement in energy-delay-product of CNFET circuit
over CMOS circuit averaged across various benchmarks.

8.2 Future Work

Among the three emerging technologies considered, 3D monolithic integration
is a near viable solution for industrial realization. On the other hand,
technologies based on silicon nanowires and carbon nanotubes have few fun-
damental technological limitations to be overcome before industrial adoption.
In this section, I highlight future research directions in design methodologies
and CAD tools for all the three technologies.

In this first part of the thesis, I presented a novel cell-on-cell design
for standard cells and a placement tool (CELONCEL) for realizing ultra
fine-grain 3D circuits by considering an ideal 3DMI technology. An ideal
3DMI technology features similar transistor characteristics for both top an
bottom layer transistors. However, this is not achievable with state-of-the-art
technology, as a cost effective 3DMI technology is realized by sequentially
stacking a SOI wafer on top of a standard bulk-Si bottom active layer. Taking
this into account, one possible extension to CELONCEL placement tool, is to
place high performance standard cells (which fall in the critical path) in the
bottom active layer and other cells in the top layer. Since the cells placed in
the top layer are realized on SOI wafer, I can improve the overall performance.
One more design-technology-CAD problem that can explored is to find the
optimal number of intermediate metal layers between the two active layers for
3DMI technology. State-of-the-art 3DMI technologies employ high-thermal
resistive metal layers in between the two active layers, so that they can
withstand the high temperature when the top active layer is processed. For
the 3DMI technology I considered in this thesis, tungsten is considered as
an intermediate metal layer. However, these metals are also highly resistive,
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thereby increasing the interconnect delay. One optimization problem that can
be looked at is to find the optimal number of intermediate metal layers such
that it has a minimal impact on the overall interconnect delay. While 3D
TSV technology has been widely adopted by the industry, 3DMI technology is
still in search for a right application. Hence there is a huge research potential
in evaluating 3DMI technology to various designs styles.

In the second part of this thesis, I proposed novel layout synthesis algo-
rithms along with a regular layout fabric for ambipolar logic circuits, realized
with DG-SiNW FETs. From the design methodology perspective, this work
adopts the idea of regular logic tiles which can be employed to realize semi-
custom circuits with sea-of-tiles (SoT) architecture. However, it is noteworthy
that the logic tiles are inherently reconfigurable. The in-field configurability
opens novel opportunities to build reconfigurable logic operators with a very
limited number of transistors. Hence, we can envisage using the SoT fabric
to efficiently build reconfigurable circuits such as Field Programmable Gate
Arrays. However, specific architectural organization should be used in order
to keep the wiring complexity minimal. In this study, I employed commercial
logic synthesis tool (Design compiler) during the technology-mapping phase
with DG-SiNW FET technology. It has to be noted that ambipolar logic
gates are efficient in implementing XOR dominated circuits. State-of-the-art
logic synthesis tools are effective for unate logic functions, as the Boolean
function is decomposed into And-Inverter graphs. Hence, we envisage better
performance with novel logic synthesis tools specifically designed for XOR
dominated circuits. A major aim for future automated synthesis tools is to
efficiently manipulate both AND/OR and XOR operations in order to fully
harness the potential of novel nanotechnologies featuring transistors with
controllable-polarity. On the fabrication side, vertically-stacked SiNW FETs
has many challenges. Technologists have to take into account the variations
in the diameter of nanowires placed on top of each other. Increasing the
number of stacked nanowires increases variations, hence there is an interest
to keep the number of stacked nanowires to a minimal number. On the
other hand, increasing the number of nanowires improves the drive current
of the SiNWFET. This arises a process-design co-optimization problem that
can help the technologists to fabricate devices with the optimal number of
nanowires. This is a fairly new technology and there is an interest in studying
the device characteristics by taking into account the variations linked to the
nanowires.

In the final part of the thesis, I proposed layout techniques for improving
the yield of CNFET circuits by considering CNT specific non-idealities. I con-
sidered two aspects of current CNT-synthesis, mispositioned-CNTs and CNT
correlation. Now that we proposed active-aligned layout technique, specific to
CNT correlations, it will be interesting to find if CNT correlation can mitigate
delay variations in CNFET circuits. On the CAD side, we can envisage
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developing new placement techniques by taking into account CNT correlations.

Most of the design techniques presented in this thesis are specific to stan-
dard ASIC design. It will be interesting to see how these ideas and techniques
can be applied to other important applications such as memories and recon-
figurable circuits.
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SKILLS 
 

• Languages: C, C++, Python, VHDL, Verilog, SystemC, Tcl, shell scripting. 
• Tools: Synopsys: Design compiler, Physical Compiler, PrimeTime, HSPICE. Cadence: SoC Encounter, 

Virtuoso. Mentor: Calibre, ModelSim.  
• Other: MATLAB, LATEX, FastHenry, Momentum. 

 
 



AWARDS AND ACTIVITIES 
 

• Best paper award at the IEEE/ACM Nanoarch 2012 conference held in Amsterdam.  
• Awarded “Summa Cum Laude” (Honors) for the PG Masters program at Politecnico di Torino. 
• Awarded a scholarship (22000 Euros) by the Italian government to pursue Postgraduate Masters. 
• Travel grant (1000$) for DAC PhD Forum – (by SIGDA 2011).       
• Reviewer for IEEE Transactions on Computer Aided Design (TCAD), Transactions on VLSI (TVLSI), Design 

Automation and Test in Europe (DATE), and Microelectronics Journal. 
 

Extra-Curricular 
• President of EPFL Toastmasters club (www.epfltoastmasters.com) for the year 2012-2013. 
• Member of TEDxLausanne team (http://tedxlausanne.org/). 
• Vice president of YUVA (Indian Student Association at EPFL) for the term 2011-2012. 
• Co-founder of Marketing to Minds group (www.marketingtominds.com). 
• Hobbies: Skiing, Badminton, Travelling, Photography, and Hiking. 


