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ABSTRACT

This work envisions a common design methodology, applicable for
every interconnect level and based on early wire characterization,
to provide a faster convergence to a feasible and robust design. We
claim that such a novel design methodology is vital for upcoming
nanometer technologies, where increased variations in both device
characteristics and interconnect parameters introduce tedious de-
sign closure problems. The proposed methodology has been suc-
cessfully applied to the wire synthesis of a Network-on-Chip inter-
connect to: (i) achieve a given delay and noise goals, and (ii) attain
a more power-efficient design with respect to existing techniques.

Categories and Subject Descriptors

B.8.2 [Hardware]: Performance and Reliability—Performance Ana-

lysis and Design Aids

General Terms

Design, Performance, Reliability

Keywords

Wire characterization, design methodology, global interconnects,
NoCs

1. INTRODUCTION

Traditional design methodologies are far from providing pre-
dictable results for coming nanometer technologies. Actual nanome-
ter related design problems are mainly due to the increased vari-
ations in both device characteristics and interconnect parameters.
The serialization of tasks in existing design methodologies, which
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requires to start over again in case a design closure problem oc-
curs at any further step along the design flow, makes it a tedious
and time-consuming work handling the unpredictability problem
in multi-billion transistor systems. This issue especially affects the
system interconnect, which, in multi-core Systems-on-Chip (SoC),
is responsible for managing the latency of the on-chip communica-
tion.

A predictable design can be tackled at two levels: (i) Architec-
tural level, and (2) design level. In the first case, a completely reg-
ular structure is intended to overcome all possible manufacturing
problems due to silicon submicron effects in every successive tech-
nology generation (e.g., a regular 2D-mesh topology for a global
on-chip interconnect). On the other hand, following a predictable
design flow involves considering the concept of predictability in
every stage of the design flow, starting at system level down to
physical design. This implies the usage of more predictable mo-
dels during the simulations at different abstraction levels.

We propose a solution-set to break the serial flow that might
cause many iterations back and forth between different stages of
the design. Such solution-set is expected to benefit from the knowl-
edge about the process heavily before going into the details of the
physical implementation of the design. We envision a common de-
sign methodology applicable for every interconnect level and based
on early wire characterization, as a successful solution for a faster
convergence towards a feasible solution for every wire encountered
ina SoC.

In this work, we have compared the results obtained by a conven-
tional design flow with the ones obtained following the proposed
approach based on early wire characterization to highlight the main
drawbacks linked to the conventional flow (i.e., cumbersome iter-
ations, increased design time, and unpredictability). Furthermore,
we have applied the novel method to enhance a Network-on-Chip
(NoC) synthesis algorithm, where the geometry of the physical
channels between routing switches is chosen, such that the final de-
sign satisfies the design requirements in terms of length and delay,
while targeting a power-efficient interconnect.

The rest of the paper is organized as follows: Section 2 intro-
duces the main drawbacks encountered in traditional semi-custom
design flows and their implications in the synthesis of NoC inter-
connects. Section 3 presents the novel approach based on early
wire characterization to overcome the unpredictability issue of up-
coming nanometer technologies. The application of the predictable
global interconnects to NoC synthesis and the experimental results
are then shown in Section 4. Finally, Section 6 concludes the paper.



2. BACKGROUND AND RELATED WORK

Similar to the methodology presented in [1], the proposed method
approaches the interconnect predictability problem by shifting from
the conventional construct-by-correction approach to correct-by-
construction design. Construct-by-correction requires multiple pas-
ses from architecture to layout, where each iteration provides more
insight about the final design and allows designers to correct mis-
takes in the next iterations.

On the other hand, correct-by-construction design refers to down-
stream enforcement of specifications used in early design through
top-down constraints [2]. Its goal is to avoid unexpected issues
during the design process, by increasing predictability. This is fun-
damental to speed-up the design of final chips, especially in to-
day’s designs with hundreds of millions of transistors. Correct-by-
construction can be thought of a sequence of guaranteed-correct
design transformations, in contrast to the more widely prevalent
construct-by-correction design process consisting of large iterative
loops. The guaranteed-correctness is achieved by restricting the
set of available design transformations, which can be searched and
characterized efficiently. This restriction creates a trade-off be-
tween optimality and predictability that is easily acceptable, con-
sidering the today’s time-to-market issues and the complexity of
design solution spaces. Another advantage of the design following
the correct-by-construction approach is to alleviate the workload on
the verification process, because it provides constant design conver-
gence.

A traditional semi-custom design flow starts with the functionally-
verified RTL description of the design, that is passed on to a logic
synthesis tool with a set of constraints (timing, power, etc.). The
synthesis tool outputs a netlist consisting of gates from the target
standard-cell library. Thereafter, the physical design is generated
through P&R. The final layout is extracted in order to account for
the wiring effects. The extracted netlist is analyzed by different
tools to check if the design requirements like timing, power con-
sumption, signal integrity and such, are satisfied. In most cases,
most of these design issues like signal integrity are addressed for
the first time at this point of the design process, mainly because
there is not an easy way to represent them earlier in the design
flow. Any failure reported after these analysis might cause a num-
ber of design iterations become necessary, for which, the size of
the loop depends on the severity of the issue being handled. As
the unpredictability grows with the trend in changing interconnect
geometries over different technologies, these problems can only be
solved at a high cost of mainly the design time. All these facts lead
to two main drawbacks of the traditional design flow: Insufficient
incorporation of the physical knowledge during the different steps
of the design flow and a lack of design flow control by the design-
ers.

There is a number of solutions developed to overcome the is-
sues listed above. One long-time-existing solution is the use of
wireload models during logic synthesis where the physical layout
data is not yet available. The synthesis tools use the wireload mo-
dels to estimate the wire characteristics for a given net and a fanout.
The wireload model specifies the capacitance, the resistance and
the area of the wire, mainly based on statistical information [3].
With the emergence of 0.18um technology, where a significant
portion of the delay comes from the topology of the wire, floor-
plans and placement of cells drastically affect the path timing. At
0.18um, the traditional wireload model broke down, especially for
the cases where the interconnect capacitance becomes dominant
over the gate capacitances [4, 5].

Other solutions were offered like custom wire load models, en-
hanced floorplanning, and physical synthesis. All of these tech-
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niques have found their applications in concrete designs, but no
solution exists that adequately addresses all types of designs [6].
Therefore, in this paper we propose a new methodology, which re-
lies on the fact that the detailed analysis tools employed at the end
of Placement and Routing (P&R) are based on knowledge, that is
already known before the design is physically structured, but not
taken into account until P&R is finished. This a priori knowledge
is particularly important in future technologies and paradigms to
interconnect multiple cores in new MPSoC designs, such as NoCs,
where multiple iterations are required due to the large number of
wires present in a single die [8, 7].

The use of NoCs to achieve a predictable and modular global
interconnect has been proposed in [7]-[9]. In this case, standard
P&R schemes have been used in recent research works trying to
address the synthesis of bus-based [10, 11, 12] and NoC-based in-
terconnects [13]-[17]. Lately, additional knowledge about physical
synthesis has been proposed to be added [14, 15] as we suggest,
namely, floorplanning is used during the topology design process
to get area and wire-length estimates. In [17], the problem of sup-
porting multiple applications within the NoC synthesis process has
been addressed. These works do not consider early wire charac-
terization for the interconnects and are limited to initial area and
power estimations of the cores included in the design. Thus, they
do not target to find the most appropiate values for the different
wire parameters as we address in this work.

In addition, methods to build area and power models for various
NoC components have been presented in [19]-[22]. These works
are complementary to our proposed approach. The area-power mo-
dels of the NoC components (such as the switches) can be obtained
from these models and our proposed early wire design approach
can be used to design the NoC links.

3. EARLY WIRE CHARACTERIZATION
FOR INTERCONNECTS

Conventional IC design flow (see Figure 1) focuses mainly on
reducing the delay of the critical paths by optimizing the logic
function, i.e., rearranging gates. Mainly, interconnect-related is-
sues are not addressed until the detailed routing is finished. Only
then, they are approached as an after-thought. At this point, differ-
ent techniques are applied on the wires that do not meet the design
constraints, such as optimal buffer insertion, transistor resizing, re-
routing wires, replacing modules and even redesigning portions of
the design. Although these techniques can help to reduce the in-
terconnect delay [23], they do not help reducing the growing gap
between the interconnect and device performance [24].

Knowing the constraints and the costs associated to the design
decision regarding the interconnects at an early stage of the design
process, one can develop more appropriate solutions, which will
lead to a faster global convergence. Such design knowledge, ex-
tracted from early wire characterization, can be stored in a set of
rules, which are benefited from during the decision-making on the
wire parameters at each hierarchical level. Therefore, such a com-
mon design methodology is applicable for every interconnect level
and provides a faster convergence to a feasible and robust design. In
this work, we describe the application of such novel methodology
applied to the global interconnects of a system design. It mainly
comprises two stages: Characterization simulations and wire syn-
thesis.

3.1 Characterization Simulations

The proposed methodology emerges from the idea of having the
interconnects characterized as cells from a cell library and provides
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Figure 1: Comparison of the proposed design methodology
with the traditional flow indicating the earlier usage of the de-
sign knowledge.

their different instances to be employed according to the prevailing
requirements. Therefore, on top of the characterization of the cells,
this methodology introduces the formalization of the interconnec-
tion resources for a given technology.

When a library is targeted for having the design mapped to, it is
already known that for any possible path, the driving and the load-
ing cells will be picked from the same set of a finite number of
cells. What is not known until the routing is finished is the geo-
metrical shape of the wiring that forms the path between any two
gates. Hence, for each simulation, the driver is replaced with a cell
picked from the target library; the loading cell is represented with
a capacitance, for which, the possible values are extracted from
the input capacitances of the cells; and the interconnect effects are
accounted for with a RLCK wireload model. This process is illus-
trated in Figure 2.
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Figure 2: A number of simulations are run for all relevant
combinations of driving gate, interconnect dimensions and the
proximity effects, and the load (the loading gate).

These simulation sets exhibit the following properties: They are
design-independent; they are required to be run only once and then
be utilized extensively as long as the same cell library is in use; they
can be setup and run right after a technology and the target library
are picked, without delaying the design start or causing longer de-

59

sign time; and their results are stored in a data structure (look-up
table), which can be easily addressed during the design flow.

One important factor contributing to the unpredictability of the
final designs is the signal integrity effects, specifically the coupling
between any two nets due to the coupling capacitance and the mu-
tual inductance. If these coupling effects are to be accounted for,
then the wiring environment, in which the net-under-consideration
is located, is also to be modeled. At the time these simulations are
being run, this environment can not be defined because the neigh-
boring wires are all unknown. One solution is to assume a worst
case, namely, instantiating adjacent wires at each side of the consid-
ered net and making them act as aggressive as possible. In addition,
design techniques, such as wire shielding, can be characterized as
well, in order to observe the improvement.
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Figure 3: Case simulations setup. (’xM’: cell drive strength,
’xN’: cell input capacitance). ’Cc’ and ’K’ represent the capac-
itive and the inductive coupling between the aggressor nets and
the victim net, respectively.

Figure 3 describes how different cases can be introduced to the
simulation environment. The driver gate CCELL1’) is a cell with a
given drive strength ("xM’) from the target cell library. The load is
a capacitor, of which, the value is equal to the input capacitance of
the corresponding pin of the loading gate CCELL2’).

Figure 4 shows the characterization results for total wire delay
(driver plus line delay), total energy, and noise for global intercon-
nects (2, 4, and 6 mm), for a conventional 0.18um technology,
while increasing wire width (for minimum spacing) and wire spa-
cing (for minimum width) and for a given driving buffer strength
and a given receiver at the other end of the line.

3.2 Wire Synthesis

The predefined-characterized values extracted from the previous
simulations are stored in a database as a set of rules. Such rules
are used by the designer to choose the interconnect that meets the
predefined requirements at early stages of the design flow.

An implemented cost-driven algorithm will recursively explore
different interconnect alternatives by selecting and combining dif-
ferent design parameters, which were previously characterized. One
possible solution set consists of the following items: Optimize wire
length, use shielding, increase wire width, increase wire spacing,
and limit the number of layers for routing. Note that the list is not
in any order of preference and the solutions are not limited to these
items. At this point, one important issue is to make sure that the
routing tool is able to capture every kind of geometrical constraint
listed above and attach them to the corresponding nets.

If and when a satisfying solution is found in the solution set,
this solution dictates the geometrical dimensions of the wire and
its location in reference to its neighbors. This information comes
into the play as a geometrical constraint to be processed by the
placement and the routing tools.



2000 10 15
O |I=2mm
*  l=4mm Lk e
I=6mm 8 ok %
1500 5%13% Fhyy
z 3 ¥ s ! P00,
e 5 6 ok ¥ = o
2 1o00f 2 g
g * g 4 o
" s e s pap0000° 05
Wawoo000 2
0 1 2 0 1 2 0 1 2
width (4 m) width (u m) width (u m)
2000 10 15

1500

1000
*

*
%

*
*
**
ﬁ*ﬂ %****
Fobbog 2 Foh
@ ok, Hok
Sk SRk

0 1 2 3 0 1 2 3 0 1 2 3
spacing (4 m) spacing (1 m) spacing (1 m)

delay TOT (ns)
energy TOT (pJ)
FE noise (V)

0.5

500

Figure 4: Variations of total wire delay, total energy, and far-
end noise with respect to wire width (for minimum spacing) and
spacing (for minimum width) for three different wire lengths (2,
4, and 6 mm.) in a conventional 0.18m technology.

Wire Characterization (ns) P&R Tool (ns)

Driver Line | Driver Line

Imm | WC | 102 (27.6%) 31 (5.2%) 80 30
BC 74 (11.7%) 7 (-16.1%) 95 9

2mm | WC | 109 (14.7%) 104 (13.04%) 95 92
BC 77 (2.6%) 27 (-12.9%) 75 31

3mm | WC 108 (0%) 363 (6.4%) 108 341
BC 76 (-2.5%) 93 (-13.08%) 78 107

4mm | WC | 129 (16.2%) 744 1.2%) 111 735
BC 76 (-3.7%) 188 (-11.3%) 79 212

Table 1: Delay accuracy results. “WC” and “BC” stand for
worst-case and best-case, respectively.

3.3 Accuracy Results

To measure the consistency of the values obtained via the cha-
racterization process, different lengths of 32-bit buses are routed
between selected buffer cells using Cadence Encounter. After the
detailed extraction of the final layout, the timing analysis is carried
out on this netlist that includes the wiring effects. The compar-
ison between the delay numbers from the characterization tables
and the extracted design is provided in Table 1, in which, the first
column lists the different wire lengths (in nm) and the second col-
umn indicates the condition the delay is calculated. “Worst-case”
corresponds to a case, where a given wire has its neighboring tracks
occupied with other wires for the longest path. This increases the
total capacitance and slows the interconnect down. “Best-case” de-
lay is the delay of the wire, which is routed away from the rest of
the bus by the automatic routing tool. Taken the values reported
by the commercial Placement and Routing tool as reference, we
can observe a difference varying between 0% and 27.6% (average
9.8%). We also constate a higher variance of the inaccuracy for
the driver delay than for the line delay. Such differences can be
explained by two main factors: (1) The P&R tool does not account
for inductance, while the proposed early wire characterization does;
(2) during the detail extraction, the P&R tool may also consider the
less-significant coupling effects of wires that are located further
away, whereas, only the effect of the neighboring wires are taken
into account during the characterization process.
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4. PREDICTABLE SYNTHESIS OF NOCS

In this section, with the help of two case studies, we present
the application of the proposed early wire characterization to de-
sign NoC-based global interconnects. The first case study is con-
centrated on achieving given delay and noise goals (Section 4.1),
whereas the second one addresses the optimization of power for a
given delay constraint (Section 4.2). Note that we have selected
2D-mesh topologies for the NoCs of the two case studies for their
regularity. Nevertheless, the method can be applied to any regular
interconnect topology.

4.1 Delay and Noise for NoC Global Wires

This case study intends to show the aforementioned issues re-
lated to the conventional design flows (cumbersome iterations, in-
creased design time, unpredictability) and then compares its results
with the ones obtained following the proposed approach on early
wire characterization.

Problem statement: Assuming a 2D-mesh topology for a NoC-
based interconnect (see Figure 5) where the distance, number of
channels (2 per link), and number of bits per channel (32) between
switches are predefined, find the fastest and the most power effi-
cient solution for a given driver and a given loading cell by varying
the width and spacing of the global wires.

Figure 5: 2D-mesh Network-on-Chip Interconnect.

Given:

length, frequency, bus-width
Find:

wire width and spacing

length | driver | rec. | width | spacing | delay | energy | noise
[mm] [pm] | [pm] [ns] [pJ]] | [mV]
2 16X | 4X | 0.35 2.10 137 0.80 | 0.14
2 16X | 16X | 0.35 2.10 144 0.85 0.14
2 4X 4X | 0.28 2.10 281 0.65 0.32
2 4X 16X | 0.28 2.10 299 0.70 | 0.28
4 16X | 4X | 0.56 2.10 248 1.71 0.16
4 16X | 16X | 0.56 2.10 255 1.76 | 0.16
4 4X 4X | 0.28 2.10 533 1.25 0.30
4 4X 16X | 0.28 2.10 555 1.30 | 0.27
6 16X | 4X | 0.64 2.10 388 2.63 0.17
6 16X | 16X | 0.64 2.10 397 2.68 | 0.17
6 4X 4X | 0.28 2.10 832 1.85 0.26
6 4X 16X | 0.28 2.10 858 1.90 | 0.24

Table 2: Fastest solutions for the 2D-mesh NoC interconnects
together with the corresponding power and crosstalk numbers.

Table 2 and Table 3 show, for different wire lengths, drivers and
loading cells, the fastest and most power-efficient solution, respec-
tively. A search in the characterization database suffices to obtain,
at an early design stage (after placing), the wire width and spacing
values which will lead to the desired result in the final design lay-
out. These values have been obtained without imposing any area



constraint, thus, the search routine always selects the biggest spa-
cing between wires (as it can be observed in Figure 4 for a fixed
wire width, delay and energy decrease while increasing the spa-
cing). On the other hand, the search algorithm varies the wire
width to obtain the fastest solution for each alternative, selecting
always the minimum wire width (0.28m) while looking for the
most power-efficient interconnect.

length | driver | load | width | spacing | delay | energy | noise
[mm] [um] | [um] [ns] [pJ]] | [mV]
2 4X 4X | 0.28 2.10 281 0.65 | 0.32
2 4X 16X | 0.28 2.10 299 0.70 | 0.28
2 16X | 4X | 0.28 2.10 137 0.76 | 0.15
2 16X | 16X | 0.28 2.10 144 0.81 0.13
4 4X 4X | 0.28 2.10 533 1.25 | 0.30
4 4X 16X | 0.28 2.10 555 1.30 | 0.27
4 16X | 4X | 0.28 2.10 264 1.36 | 0.14
4 16X | 16X | 0.28 2.10 276 141 0.14
6 4X 4X | 0.28 2.10 832 1.85 | 0.26
6 4X 16X | 0.28 2.10 858 1.90 | 0.24
6 16X | 4X | 0.28 2.10 450 1.96 | 0.15
6 16X | 16X | 0.28 2.10 467 2.00 | 0.15

Table 3: Most power-efficient solution for the 2D-mesh NoC
interconnects together with the corresponding delay and cross-
talk numbers.

The values obtained at an early stage by applying the method
based on early wire characterization have been checked against the
output values provided by a commercial P&R tool. To this end,
a 2D 3x3 mesh NoC is laid out using Cadence SOC Encounter,
where the switching routers are internally modeled with only the
receiver and transmitter parts, and their placements are arranged so
that the physical links between them take different wire lengths (a
screenshot of the layout for the complete 2D-mesh and for one of
the switching routers can be seen in Figure 6). Each link consists
of 32 bits in one direction, which sums up to 768 nets in total.

A timing-driven detailed routing is performed on the design, for
which, the timing constraint is taken as the fastest solution provided
in Table 2. The horizontal links are routed on third-level metal
(METAL?3), whereas, the vertical lines are routed on METAL4. These
preferred routing directions are dictated inside the technology. A
detailed extraction is carried out on the layout, followed by the ti-
ming analysis including the interconnect effects. The timing ana-
lysis lists a timing violation in all the global nets (see Table 4 for a
wire length of 2mm, a driver of 16X and a loading cell (receiver)
of 4X). This is due to the fact that the P&R tool is not able to adjust
the interconnect geometry of the global nets in order to meet the
imposed timing constraints.

path | required time | arrival time | slack | violation
[ns] [ns] [ns]

1 0.135 0.230 -0.095 | VIOLATED
2 0.135 0.228 -0.093 | VIOLATED
3 0.135 0.228 -0.093 | VIOLATED
4 0.135 0.228 -0.093 | VIOLATED
5 0.135 0.227 -0.092 | VIOLATED
6 0.135 0.227 -0.092 | VIOLATED

Table 4: Timing analysis report for a wire length of 2 mm, a
driver of 16X-buffer (BUFX16) and a loading cell of 4X-buffer
(BUFX4).

61

Figure 6: The layout of the switches in an NOC structure im-
plemented in Cadence SOC Encounter.

The same design is then analyzed for crosstalk issues. The tool
is asked to report any victim net, on which the total amount of
coupling from the neighboring wires (aggressors) exceeds 40% of
Vb, that is 720 mV'. The distribution of the number of nets over
the amount of coupled noise is provided in Figure 7. Out of the
768 nets, 721 nets (94%) are reported to be outside the allowed
noise limit (noise > 720 mV’). It should be noted that the coupled
noise becomes over 1.5 V (83% of Vpp ) in some cases. This result
shows that additional number of iterations are already required to
fix the crosstalk issues, which might affect the design performance
in other aspects, for example, increasing the power consumption or
decreasing the operating speed and most importantly, augmenting
significantly the design time.

Comparing the results obtained by applying both methods, we
can conclude that the proposed approach based on early wire cha-
racterization provides a faster convergence to a feasible solution
according to the imposed requirements. On the other hand, the
classical design flow by means of a commercial P&R tool requires
several iterations to meet the timing constraints and fix the crosstalk
issues.

4.2 Optimizing Power in a NoC Design

In this application, we assume that the NoC topology, the NoC
data width and the traffic rates across each of the NoC links are
given as user inputs. Then, to satisfy the traffic rates, the different
links in the NoC can be sized with different number of physical
channels. That is, each link is segmented into different physical
channels that can be utilized by different traffic flows in parallel.
As an example, a 2 X 3 mesh topology is presented in Figure 8.
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Figure 7: The number of victim nets for different ranges of
coupling noise on them.

Each vertex in the figure represents a switch (and the core that is
connected to the switch) and a link between two vertices has one
or more physical channels. For example, the link from vertex v; to
vertex vz has two physical channels, while the link from vertex vo
to vertex v has one physical channel.

The objective of the synthesis algorithm is to find the number of
physical channels required for each link and to automatically tune
the NoC operating frequency of operation, so that the most power
efficient NoC configuration is obtained. Note that it is non-trivial
to find the most power-optimal NoC operating frequency. When
the NoC operating frequency is small, a large number of physical
channels would be needed to satisfy the traffic rates. This results
in larger switches and more wires, which can lead to large power
consumption. On the other hand, a higher frequency of operation,
though results in smaller switches and fewer wires, can also lead
to higher power consumption. This is because, at higher operating
frequencies, the switch and link hardware complexity is higher (as
more logic is needed to achieve faster clock speeds during physical
design) and the clock-net power consumption is also higher. Thus,
exploring this trade-off with a synthesis engine is beneficial. To
this end, we have defined an algorithm (presented in Algorithm 1)
for NoC link synthesis that utilizes the proposed method based on
early wire characterization for estimating the interconnect delay
and power consumption.

In the first step of the algorithm, the NoC topology (7'), the data

A single link
with 2 physical channels

Figure 8: Example 2 x 3 mesh topology
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width (dw), the link lengths (L L) and the traffic rates across the
links (T'R) are obtained as inputs from the user. In step 2, the
operating frequency of the NoC (freq) is varied in user defined
steps.

In the next step of the algorithm (step 3), the number of physi-
cal channels that are required for each link are computed. For the
chosen frequency point, freq, the number of physical channels re-
quired at a link /;, with traffic rate of ¢r; is given by:

ne; = tri/(freq X dw) €))

As an example, if the traffic rate of a link is 800 MB/s, NoC
data width is 4 Bytes and NoC frequency point is 100 MHz, then 2
physical channels are needed for that link.

Algorithm 1 Synthesis Algorithm

1: Obtain the NoC data width (dw), topology (T'), link length (L L) and
traffic rates (7'R) as user inputs
2: for Each NoC frequency (freq) design point in user defined range do
3:  Compute number of channels (nc;) needed for each link 7 as nc; =
tr;/(freq X dw)
Compute the switch sizes from the number of physical channels in-
stantiated.
Evaluate whether the switch size implementations can match the tar-
get freq
for each link 7 do
Use the proposed early wire characterization to find the best wire
spacing (ws;) and wire width (ww;) for each wire of the link
i, respecting the delay_constraint(freq,ll;) and wiring area
constraint (availablearea; >= (ww; + ws;) X dw X nc;).
8: If a valid wire parameter set (width and spacing) satisfying the
delay and area constraints are met, set all_constraints_met; to
true
9:  end for
10:  If (all_constraints_met;, Vi), obtain the power consumption for
the synthesized NoC.
11: end for
12: From the set of synthesized NoCs, choose the design with least power
consumption

R A

In step 4, the sizes of the different switches are obtained, which
are based on the number of physical channels instantiated for each
link. Next, in step 5, we evaluate whether all the switches can meet
the particular NoC operating frequency. This information is ob-
tained from the P&R of switches of different sizes, which is com-
puted off-line and fed as an input to the synthesis engine.

Then, if all the switches meet the design constraints, in steps
6-9, we start iterating through all the interconnects defined in the
NoC using our proposed early wire characterization method (see
Section 3). Using the values extracted from the early wire charac-
terization, we estimate the best (most power efficient) wire spacing
and width for the wires of each link, such that the delay constraint
(based on the frequency point chosen in step 2) and the wiring area
available for each channel are respected. For the delay constraints,
we check whether the length of each link can be traversed in a sin-
gle clock cycle at the chosen frequency point. We assume that the
wiring area of the links are obtained as inputs. For regular topolo-
gies such as the mesh, the layout of the NoC is predictable and
well structured. Thus, the available wiring area for the links can
be easily obtained. Next, if all the design constraints are met, the
power consumption of the NoC topology is stored (step 10) for that
frequency design point. Finally, the most power efficient design
among all the frequency points is chosen.

Experimental Results for NoC Designs

We have applied our early wire characterization based NoC synthe-
sis flow for the design of several real-life mesh-based NoC systems.
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Figure 9: Power consumption for different sizes of mesh-based
NoC topologies

All of them use the X pipes architecture [18] NoC technology. We
have performed a full wiring characterization to cover a large range
of possible driving buffer strengths (values in the range between
4X and 16X), wire lengths (between 2mm and 6mm), wire widths
(from 0.28 pm to 1.40 um), spacing between neighboring wires
(from 0.28 pm to 2.80 pm) and have accounted for crosstalk on the
interconnects. Also, we have included accurate analytical models
for the power consumption of the switches and wires in the used
xpipes [18] NoC. Then, to get the final power estimates to vali-
date our initial design exploration, we perform the P&R phase of
the components using Cadence SoC Encounter [25] and accurate
capacitances and resistances are obtained, as back-annotated infor-
mation from layout, with 0.13x technology library. The switching
activities of network components are varied by injecting functional
traffic. Capacitance, resistance, and switching activity results are
combined to estimate power consumption of the whole NoC de-
sign (including the used clock-tree) using Synopsys PrimePower
[26].

In the first set of experiments, we have the NoC topology to be a
mesh, the core operating frequency to be 100 MHz, link length to
be 2mm, and the data width of the NoC channels to 32-bits. Next,
we obtain the wiring area available for each link to be the width of
a switch. This is because, in a regular mesh topology, the links that
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Figure 10: Effects on power in a 5x5 mesh NoC design due to
variations of average link length
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are between adjacent switches have the width of the switch to route
wires. We also consider the realistic case, where the wires of a sin-
gle channel are routed in a single metal layer. We vary the size of
the mesh topology and synthesize the power efficient configuration
for each mesh size, using the proposed early wire characterization
based synthesis method. For comparison purposes, we also synthe-
size the designs with minimum wire width and spacing, as is done
in the current state-of-the-art synthesis methods [14].

The power consumption results obtained for the different imple-
mentations of the links of the NoC are shown in Figure 9. The
use of the early wire characterization proposed in the paper leads
to large link power reductions (between 53% and 72%) when com-
pared to the current state-of-the art approaches. The link power
consumption contributes up to 30% of the total NoC power con-
sumption in all the studied implementations.

In the second set of experiments, we have fixed an intermedi-
ate size topology (i.e. 5x5 Mesh) and studied the possible benefits
of the early wire characterization. The results obtained are shown
in Figure 10. They clearly illustrate the benefits of our approach
with respect to the reference design of minimal width and spacing.
The power savings of the proposed approach increases significantly
when the link length grows, already reaching up to a 60% power
consumption reduction in the case of a 6mm interconnect length.

In the final set of experiments, we have evaluated the effect of
the core speeds in the final design. In this case, the power con-
sumption figures for different core speeds using our design and the
reference design of minimal width and spacing (link length is as-
sumed to be 2mm) are depicted in Figure 11. This figure shows that
our proposed flow has clear benefits. In fact, similar to the previ-
ous experiments, the more demanding the requirements of the final
design are (i.e. cores running faster), the more benefits our metho-
dology achieves with respect to the reference case study. Thus, the
proposed approach for early wire characterization achieves more
power-efficient NoC designs with respect to more standard tech-
niques for wiring modeling.

Finally and most importantly, as the accurate wiring delay val-
ues are considered during the synthesis phase itself, the design gap
between the architectural level model and the physical layout im-
plementation is bridged. This leads to a predictable interconnect
architecture, which is highly desirable to achieve design closure
and faster time-to-market of NoCs.
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Figure 11: Effect on power due to variations of core speeds in
NoC links of 2mm
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6. CONCLUSIONS

In this paper we have presented a novel interconnect design me-
thodology, which introduces the physical features of the wires at an
early stage of the design process. This approach enables a faster
convergence for more optimal solutions compared to the ones pro-
vided by standard techniques. Furthermore, it includes in a sin-
gle model timing, power, crosstalk and inductive features of the
wires, which, otherwise, are handled sequentially by the existing
approaches in a more time-consuming iterative design process. This
predictable method has been successfully applied to the synthesis
of global NoC interconnects, focusing in the geometrical charac-
teristics of the wires (e.g., wire width and spacing). In addition
to achieving more power-efficient NoC designs, it leads to a pre-
dictable global interconnect, eliminating many iterations back and
forth between different stages of the design. It has been demon-
strated that leaving a commercial P&R tool perform the place-and-
route unguided might produce worse results in terms of delay, cross-
talk and power consumption compared to the proposed approach,
where, the geometrical constraints, that are extracted from the cha-
racterization process, are preferred over other types of constraints
(delay, noise, power).
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