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30.1 Introduction

The challenge of designing systems on chip (SoCs) is related to both the large scale of integration and
the small transistor features in the upcoming silicon technologies. Moreover, SoCs will be applied in
many embedded systems, where reliability of operation and low-energy consumptions are key figures
of merit. .

It is a common belief that SoCs are designed using preexisting components, such as processors,
controllers, and memory arrays. Design methodologies have to support component reuse in a plug-and-
play fashion to be effective.

We think that the most critical factor in system integration will be related to the communication
scheme among components. The implementation of on-chip communication largely affects the system
correctness, reliability, and energy consumption. Indeed, technology trends foresee an increase in device
density and frequency of operation, which both correlate to higher power consumption. Voltage down-
scaling will mitigate the energy cost at the expenses of reduced signal integrity. Thus, future system
designs will be based on a balancing act between performance, reliability, and energy consumption. This
chapter will analyze this trade-off in the domain of on-chip component interconnection.

The challenges for on-chip interconnect stem from the physical properties of the interconnection wires.
Propagation delays on global wires — spanning a significant fraction of the chip size — will carry signals
whose propagation delay will exceed the clock period. Thus, signals on global wires will be pipelined. At
the same time, the switched capacitance on global wires will constitute a significant fraction of the
dynamic power dissipation. Moreover, estimating delays accurately will become increasingly harder, as
wire geometries may be determined late in the design flow. Thus, the need for latency insensitive design
is critical. The most likely synchronization paradigm for future chips is globally asynchronous locally
synchronous (GALS), with many different clocks.
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SoC design will be guided by the principle of consuming the least possible power. This requirement
matches the need of using SoCs in portable battery-powered electronic devices and of curtailing thermal
dissipation, which can make chip operation inteasible or impractical. Encergy considerations will impose
small {ogic swings and power supplies, most likely below 1V, Electrical noise due to crosstalk, clectro-
magnetic interference (EMD), and radiation-induced charge injection (soft errors) will be likelv to produce
data upsets. Thus, the mere transmission of digital values on wires will be inherently unreliable.

Tocopewith these problems, we use network design technology to analyze and design SoCs modeled
as micro-networks of components. The SoC interconnect design analysis and synthesis is based upon
the micro-network stack paradigm, which is an adaptation of the protocol stack [30] (Figure 30.1) used
m networking. This abstraction is useful for layering micro-network protocols and separating design
issues belonging to ditferent domains.

SoCs difter from wide-area networks because of local proximity and because they exhibit much less
nondeterminism. In particular, micronetworks have a few distinctive characteristics, namely, energy
constraints, design-time specialization, and low communication latency. This chapter addresses specifi-
callv the first problem.

Whereas computation and storage encrgy greatly benefits from device scaling (smaller gates, smaller
memory cells), the energy for global communication does not scale down. On the contrary, projections
based on current delay optimization techniques for global wires [15,28,29] demonstrate that global
communication on chip will require increasingly higher energy consumption. Thus, communication-
cnergy minimization will be a growing concern in future technologics. Furthermore, network traffic
control and monitoring can help in better managing the power consumed by networked computational
resources. For mstance, clock speed and voltage of end nodes can be varied according to available network
bandwidth. The emphasis on energy minimization creates a sleuth of novel challenges that have not been
addressed by traditional high-performance network designers.

Design-time specialization is another facet of the SoC network design. Whereas macroscopic networks
emphasize general-purpose communication and modularity, in SoCs networks, these constraints are less
restrictive, because most on-chip solutions are proprietary. This degree of freedom can be used effectively

to design low-energy communication schemes.

30.2 Micro-Networks: Architectures and Protocols

Much literature 1s available about architectures for macroscopic networks and, more spectfically, tor
single-chip multi-processors [6,12,17]. These architectures can be classified by their topology, structure,
and parameters. The most common on-chip communication architecture is the shared medium archi-
tecture, as exemplified by the shared bus. Unfortunately, bus performance and energy consumption are

deeply penalized by the scaling up of the number of end nodes. Point-to-point architectures, such as
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mesh, torus, and hypercube, have been demonstrated to scale up despite a higher complexity in their
design. Examples of recent micro-network architectures include Octagon [17], which is a direct network
(i.e., with routers attached to the end node) consisting of eight nodes arranged as the vertices of an
octagon and connected via the octagon sides and diameters. Octagon has the properties that any two
nodes can be reached in two hops, and that more octagons can be connected by sharing an end node.
The Nostrum network is a two-dimensional indirect mesh network (i.e., with routers separate from end
nodes) {19]. The network performs the routing function and acts as the network interface for each node
processor as well. Another example of a recent micro-network is SPIN {12], which is also an indirect
network, and is built with a 4-ary fat-tree topology.

Communication in any given architecture is regulated by protocols, which are designed in layers. We
analyze next specific issues related to the different layers of abstraction outlined in the micro-network
stack in a bottom-up way.

30.2.1 Physical Layer

Global wires are the physical implementation of the communication channels. Physical layer signaling
techniques for lossy transmission lines have been studied for a long time by high-speed board designers
and microwave engineers [2,10].

Traditional rail-to-rail voltage signaling with capacitive termination, as used today for on-chip com-
munication, is definitely not well suited for high-speed, low-energy communication on future global
interconnects [10]. Reduced swing, current-mode transmission, as used in some processor-memory
systems, can significantly reduce communication power dissipation while preserving speed of data
communication.

Nevertheless, as the technology trends lead us to use smaller voltage swings and capacitances, the upset
probabilities will rise. Thus, the trend toward faster and lower-power communication may decrease
reliability as an unfortunate side effect. Reliability bounds as voltages scale can be derived from theoretical
(entropic) considerations [14] and can be measured by experiments on real circuits.

We conjecture that a paradigm shift is needed to address the aforementioned challenges. Current
design styles consider wiring-related effects as undesirable parasitics, and try to reduce or cancel them
by specific and detailed physical design techniques. It is important to realize that a well-balanced design
should not over-design wires so that their behavior approaches an ideal one, because the corresponding
cost in performance, energy-efficiency, and modularity may be too high. Physical layer design should
find a compromise between competing quality metrics and provide a clean and complete abstraction of
channel characteristics to micro-network layers above.

30.2.2 Data Link, Network, and Transport Layers

The data-link layer abstracts the physical layer as an unreliable digital link, where the probability of bt
upsets is nonnull (and increasing as technology scales down). Furthermore, reliability can be traded off
for energy [14]. The main purpose of data-link protocols is to increase the reliability of the link up to a
minimum required level, under the assumption that the physical layer by itself is not sufficiently reliable.

An additional source of errors is contention in shared-medium networks. Contention resolution is
fundamentally a nondeterministic process, because it requires synchronization of a distributed system,
and for this reason it can be considered as an additional noise source. Generally, nondeterminism can
be virtually eliminated at the price of some performance penalty. For instance, centralized bus arbitration
in a synchronous bus eliminates contention-induced errors, at the price of a substantial performance
penalty caused by the slow bus clock and by bus request/release cycles.

Future high-performance, shared-medium on-chip micro-networks may evolve in the same direction
as high-speed local area networks, where contention for a shared communication channel can cause
errors, because two or more transmitters are allowed to concurrently send data on a shared medium. In
this case, provisions must be made for dealing with contention-induced errors.
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An effective way to deal with errors in communication is to packetize data. If data is sent op an
unreliable channel in packets, error containment and recovery is easter, because the effect of errors is
contained by packet boundaries, and error recovery can be carried out on a packet-by-packet basis, At
the data link layer, error correction can be achieved by using standard error correcting codes (ECC) thag
add redundancy to the transferred information. Error correction can be complemented by several packet-
based error detection and recovery protocols. Several parameters in these protocols (e.g., packet size and
number of outstanding packets) can be adjusted depending on the goal to achieve maximum performance
at a specified residual error probability and/or within given energy consumption bounds.

At the network layer, packetized data transmission can be customized by the choice of switching and
routing aigorithms. The former establishes the type of connection while the latter determines the path
followed by a message through the network to its final destination, Popular packet switching techniques
include store-and-forward, virtual cut-through, and wormhole. When these switching techniques are
implemented in on-chip networks, they will have different performance metrics along with different
requirements on hardware resources.

* Store-and-forward (SAF) routing inspects each packet’s content before forwarding it to the next
stage. While SAF enables more elaborated routing algorithms, (c.g., content-aware packet routing),
it introduces extra packet delay at every router stage. Furthermore, SAF also requires a substantial
amount of buffer spaces because the switches need to store multiple complete packets at the same
time. Because on-chip storage resources (i.e., static random access memory (SRAMs) and dynamic
random access memory (DRAMs)) are very expensive in terms of area and energy consumption,
SAF approaches are not appropriate for on-chip communications.

* Virtual cut-through (VCT) routing can forward a packet to the next stage before its entirety is
received by the current switch. Therefore, VCT switching reduces the store-and-forward delays.
When the next stage switch is not available, however, the entire packet still needs to be stored in
the buffers of the current switch.

* Wormhole routing was originally designed for parallel computer clusters [11] because it achieves
the minimal network delay and requires fewer buffers. In wormhole routing, each packet is further
segmented into flits (flow control unit). The header flit reserves the routing channel of each switch,
the body flits will then follow the reserved channel, and the tail flit will later release the channel
reservation.

One major advantage of wormhole routing is that it does not require the complete packet to be stored
in the switch while waiting for the header flit to route to the next stages. Wormhole routing not only
reduces the store-and-forward delay at each switch, but it also requires much less buffer space. Because
of these advantages, wormhole routing is an ideal candidate switching technique for on-chip interconnect
networks [7].

In wormhole routing, one packet may occupy several intermediate switches at the same time. Thus,
it may block the transmission of other packets. Deadlock and livelock are the potential problems in
wormhole routing schemes [9,11].

At the transport layer, algorithms deal with the decomposition of messages into packets at the source
and their assembly at destination. Packetization granularity is a critical design decision, because the
behavior of most network control algorithms is very sensitive to packet size. Packet size can be
application-specific in SoCs, as opposed to general networks. In general, flow control and negotiation
can be based on either deterministic or statistical procedures. Deterministic approaches ensure that
traffic meets specifications, and provide hard bounds on delays or message losses. The main disadvan-
tage of deterministic techniques is that they are based on worst cases, and they generally lead to
significant under-utilization of network resources, Statistical techniques are more efficient in terms of
utilization, but they cannot provide worst-case guarantees. Similarly, from an energy viewpoint, we
expect deterministic schemes to be more inefficient than statistical schemes, because of their implicit
worst-case assumptions.
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30.2.3 Software Layers

Current and future systems on chip will be highly programmable, and therefore their power consumption
will critically depend on software aspects. Software layers co-mprise system and application software. The
system software provides us with an abstraction of the underlying hardware platform, which can be
leveraged by the application developer to exploit the hardware’s capabilities safely and effectively.

Current SoC software development platforms are mostly geared toward single microcontroller with
multiple coprocessor architectures. Most of the system software runs on the control processor, which
orchestrates the system activity and farms off computationally intensive tasks to domain-specific copro-
cessors. Micro-controller—coprocessor communication is usually not data-intensive {e.g., synchronization
and reconfiguration information), and most high-bandwidth data communication (e.g., coproces-
sor—coprocessor and coprocessor—I0) is performed via shared memories and direct memory access
(DMA) transfers. The orchestration activities in the micro-controller are performed via runtime services
provided by single-processor real time operating systems (RTOSs) (e.g., VxWorks, Micro-OS, and Embed-
ded Linuxes}, which differentiate from standard operating systems in their enhanced modularity, reduced
memory footprint, and support for real-time-scheduling and bounded time-interrupt service times.

Application programming is mostly based on manual partitioning and distribution of the most
computationally intensive kernels to data coprocessors (e.g., very long instruction word (VLIW) multi-
media engines, digital signal processors, etc.). After partitioning, different code generation and optimi-
zation toolchains are used for each target coprocessor and the control processor. Hand-optimization at
the assembly level is still quite common for highly irregular signal processors, while advanced optimizing
compilers are often used for VLIW engines and fine-grained reconfigurable fabrics. Explicit communi-
cation via shared memory is usually supported via storage classes declarations (e.g., noncacheable mem-
ory pages) and DMA transfers from and to shared memories are usually set up via specialized system
calls which access the memory-mapped control registers of the DMA engines.

Even from this cursory analysis, the poor scalability in a network on chip (NoC) setting of current
software abstractions and runtime environments is evident. In our view, the most critical issues are
the following:

+ Confining the OS onto a single centralized micro-controller is a sensible choice for small-to-
medium scale and asymmetric multi-processing architectures, but this choice is bound to create
a performance bottleneck and significant power overhead as architectures become more symmetric
and scale up in complexity and parallelism, resulting in a significant energy inefficiency. This is
because all centralized control functions and policies will require communication {often under
tight real-time constrains) to all peripheral processors. Even worse, a centralized OS would need
to continuously collect information on all system components to maintain an updated system
state snapshot. The cost in performance and power of system control and monitoring is significant
and could either lead to an over budgeting of NoC resources (e.g., dedicated control channels) if
quality-of-service guarantees (e.g., bounded control message delivery delay) must be provided, or
to uncertain and unreliable operation in case of a best-effort network service.

* The manual and ad-hoc partitioning and workload distribution procedure is too slow and error-
prone in parallel, large-scale applications and target architectures. Furthermore, the lack of com-
munication analysis tools may lead to highly inefficient task mappings. From a performance
viewpoint, a communication sub-optimal task mapping leads to reduced throughput and/or high
latency. The energy implications can be even more serious, because in many cases reduced per-
formance is caused by local congestion, which is a high-occupancy condition for network resources
and implies high power consumption. Thus, energy efficiency decreases quadratically (high power
and low performance).

- Current programming styles are based on a shared memory paradigm, which is quite natural and
well suited for tightly coupled, small-scale clusters. Unfortunately, shared memory abstraction
tends to hide the cost and unpredictability of communication, which are destined to grow in an
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NoC setting. Furthermore, DMA burst transfers, often advocated as a mean to increase throughput
in memory transfers, do increase the risk of starvation and the variance in delivery time of short,
sporadic messages. From an energy viewpoint, we need to raise the level of awareness of program-
mers on the energy cost in accessing shared memories, especially when a single memory is shared
among many multiple processors. Such a cost is only in part due to pure memory array access,
Significant overheads are associated with communication and contention resolution.

In our view, software issues are among the most critical and less understood in NoC. We believe that
the full potential of on-chip networks can be effectively exploited only if adequate software abstractions
and programming aids are developed to support them.

30.3 Energy-Efficient Micro-Network Design

This section delves into a few specific instances of energy-efficient, micro-network design problems. In
most cases, we also outline specific solutions that have been proposed in the literature, even though it
should be clear that many design issues are open and significant progress in this area is expected in the
near future.

30.3.1 Physical Layer

At the physical layer, low-swing signaling is actively investigated to reduce communication energy on
global interconnects [36]. In the case of a simple CMOS driver, low-swing signaling is achieved by
lowering the driver’s supply voltage V,,. This implies a quadratic dynamic power reduction (because P,,,
= K'V,). Unfortunately, swing reduction at the transmitter complicates the receiver’s design. Increased
sensitivity and noise immunity are required to guarantee reliable data reception. Differential receivers
have superior sensitivity and robustness, but they require doubling the bus width. To reduce the overhead,
pseudo-differential schemes have been proposed, where a reference signal is shared among several bus
lines and receivers, and incoming data is compared against the reference in each receiver. Pseudo-
differential signaling reduces the number of signal transitions, but it has reduced noise margins with
respect to fully differential signaling. Thus, reduced switching activity is counterbalanced by higher swings
and determining the minimum-energy solution requires careful circuit-level analysis.

Dynamic voltage scaling has been recently applied to busses {26,33]. In Worm et al. [33], the voltage
swing on communication busses is reduced, even though signal integrity is partially compromised.
Encoding techniques are used to detect corrupted data that is retransmitted. The retransimission rate is
an input to a closed-loop DVS control scheme, which sets the voltage swing at a trade-off point between
energy saving and latency penalty (due to data retransmission ).

Another key physical-layer issue is synchronization. Traditional on-chip communication has been
based on the synchronous assumption, which implies the presence of global synchronization signals {(i.e,,
clocks) that define data sampling instants throughout the chip. Unfortunately, clocks are extremely
energy-inefficient, and it is a well-known fact that they are responsible for a significant fraction of the
power budget in digital integrated systems. Thus, postulating global synchronization when designing on-
chip micronetworks is not an optimal choice from the energy viewpoint. Alternative on-chip synchro-
nization protocols that do not require the presence of a global clock have been proposed in the past [3,37],
but their effectiveness has not been studied in detail from the energy viewpoint.

30.3.2 Data-Link Layer

At the data-link layer, a key challenge is to achieve the specificd communication reliability level with
minimum energy expense. Several error recovery mechanisms developed for macroscopic networks can
be deployed in on-chip micronetworks, but their energy efficiency should be carefully assessed in this
context. As a practical example, consider two alternative reliability-enhancement techniques: error-cor-
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recting codes and error-detecting codes with retransmission. A set of experiments involved applying error
correcting and detecting codes to an AMBA bus and comparing the energy consumption in four cases [4]:

1. Original unencoded data

2. Single-error correction

3. Single-error correction and double-error detection
4. Multiple-error detection

Hamming codes were used. Note that in case 3, a detected double error requires retransmission. [n
case 4, using (r1,k) linear codes, there are (2" — 2*) error patterns of length n that can be detected. In all
cases, some errors may go undetected and be catastrophic. Using the property of the codes, it is possible
to map the mean time to failure (MTTF) requirement into bit upset probabilities, and thus comparing
the effectiveness of the encoding scheme in a given noisy channel (characterized by the upset probability)
in meeting the MTTF target.

The energy efficiency of various encoding schemes varies: we summarize here one interesting case,
where three assumptions apply. First, wires are long enough so that the corresponding energy dissipation
dominates encoding/decoding energy. Second, voltage swing can be lowered until the MTTF target is
met. Third, upset probabilities are computed using a white Gaussian noise model [13]. Figure 30.2 gives
the average energy per useful bit as a function of the MTTF (which is the inverse of the residual word
error probability). In particular, for reliable SoCs (i.e., for MTTF = 1 year), multiple-error detection with
retransmission is demonstrated as more efficient than error-correcting schemes. We refer the reader to
Bertozzi et al. {4] for results under different assumptions.

Another important aspect affecting the energy consumption is the media access control (MAC)
function. Currently, centralized time-division multiplexing schemes (also called centralized arbitration)
are widely adopted [1,8,32]. In these schemes, a single arbiter circuit decides which transmitter accesses
to the bus for every time slot. Unfortunately, the poor scalability of centralized arbitration indicates that
this approach is likely to be energy-inefficient as micronetwork complexity scales up. In fact, the energy
cost of communicating with the arbiter, and the hardware complexity of the arbiter itself scales up more
than linearly with the number of bus masters.

Distributed arbitration schemes as well as alternative multiplexing approaches, such as code division
multiplexing, have been extensively adopted in shared-medium macroscopic network, and are actively
investigated for on-chip communication [34]. Research in this area is just burgeoning, however, and
significant work is needed to develop energy-aware media-access-control for future micronetworks.
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FIGURE 30.2 Energy efficiency for various encoding schemes.
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30.3.3 Network Layer

Switching and routing for on-chip nicro-networks atfect heavily performance and energy consumption,
whereas contention plavs an important role. On one hand, contention delavs packet transmission. On
the other hand, resolving contention requires packets to be stored temporarily on the storage elements

(on-chip SRAMs or DRANMSs), which will increase power consumption significantly.

30.3.3.1 Contention-Look-Ahead Routing

A contention-look-ahead routing scheme 1s the one where the current routing decision 1s helped by
monitoring the adjacent switches, thus possibly avoiding or reducing blockages and contention in the
coming stages.

A contention-aware routing scheme is described i Nilsson (23] The routing decision at every node
15 based on the “stress values™ (the tratfic loads of the neighbors) that are propagated between neighboring
nodes. This scheme 1s effective in avoiding “hot spots” in the network. The routing decision steers the
packets to less congested nodes.

1o solve the contention problems in the wormbhole routing schemes, we propose a contention-look-
ahead routing algorithm that can “foresee” the contention and delavs in the coming stages using a direct
connection from the neighboring nodes. We use a two-dimenstonal mesh on-chip multiprocessor network
to further explain and implement this routing algorithim. The processors are connected directly to cach
other ina tle-arrav formation, similar to that proposed by Dallv and Toles [ 7. Each processor tile performs
packet routing and arbitration independently. The major difference from Nilsson (23] i that information
is handled in flits, and thus packets with large or variable sizes can be handled with hmited input butters.
Furthermore, because it avoids contention between packets and requires much less butfer usage, the

proposed contention-look-ahead routing scheme can greatly reduce the network power consumption.

30.3.3.2 Wormhole Contention-Look-Ahcad Algorithm
Al every intermediate stage, there may be many alternate routes to go to the next stage. We call the route
that alwavs leads the packet closer to the destination a profitable route. Conversely, a route that leads the
packet away from the destination is called misroute [11] (Figure 30.3). In mesh networks, profitable routes
and misroutes can be distinguished by comparing the current node 1D with the destination node 1D,
Profitable routes will guarantee a shortest path from source to destination. Nevertheless, misroutes do
not necessarily need to be avoided. Occasionally, the butfer queues in all available profitable routes are
full, or the queues are too long. Thus, detouring to a misroute may lead to a shorter delay time. Under
these circumstances, a misroute mav be more desirable.
Anv packet entering an intermediate switch along a path finds w set € of output channels to exit. As
an example, for a two-dimensional mesh, € = {North, South, East, Westh, We further partition € into
profitable routes P and misroutes M. We define the buffer queue length of every profitable route po P

as O Similarlv, we detine the butter queune length of every misroute e M oas O

| Destination ] .

Contention

FIGURE 30.3 Profitable route and misroute.
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Assume the flit delay of one buffer stage i1s Dy, and the flit delay of one switch stage is DS. The delay
penalty to take a profitable and a misroute 1s defined as D, and D

oo TESPECtively, in the following
equation (Equation 30.1).

meﬁr = min(D, XQP)Vp P (30.1)

misroue = MDD XQ, +2Dg)Vme M (30.2)

[n a mesh network, when a switch routes a packet to a misroute, the packet moves away from 1its
destination by one switch stage. In the subsequent routing steps, this packet needs to get back on track
and route one more stage back toward its destination. Therefore, the delay penalty for a misroute 1s 2 D
The delay D can be estimated beforehand, and, without loss of generality, we assume the same Dy value
for all switches in the network.

If all profitable routes are available and waiting queues are free, the packet will use profitable routing
decision. If the buffer queues on all of the profitable routes are full or the minimum delay penaity of all
the profitable routes is larger than the minimum penalty of the misroutes, it is more desirable to take
the misroute (Equation 30.3):

(D orofit = Dmmw)(Qp < QP Vpe P)?ProRoute: Misroute (30.3)

Hidx

where Q.. is the maximum butter queue length (buffer limit). This routing algorithm 1s heuristic,
because it can only “foresee” one step ahead of the network. It provides a local best solution but does
not guarantee the giobal optimum.

30.3.3.3 Network Power Consumption

This routing scheme was simulated with RSIM, a multiprocessor instruction level simulator, using 16 reduced

instruction set computer (RISC) processors connected in a 4x4 (4-ary 2-cube) mesh network. Control
wires that deliver the input queue information to the adjacent switches also connect adjacent processors.
The contention-look-ahead routing algorithm is compared with dimension-ordered routing — a
routing scheme that always routes the packets on one dimension first, upon reaching the destination row
or column, then switch to the other dimension until reaching the destination. Dimension-ordered routing
is deterministic and guarantees shortest path, but it cannot avoid contention. The comparison 1s per-
formed on four benchmarks: quicksort, fft, lu, and sor. These benchmarks are ported from Stanford

SPLASH suite {27] and running on the RSIM simulation plattorm.
On-chip network power consumption comes from three contributors:

1. The interconnect wires
2. The bufters
3. The switch logic circuits

A network power consumption estimation technique is proposed by Ye et al. [35], and we will use 1t in
the experiments.

The contention-look-ahead routing will reduce the power consumption on the buffers because 1t can
“foresee” the contention in the forthcoming stages and shorten the bufter queue length. Figure 30.4(a)
presents the averaged buffer power reduction of ditterent benchmarks. The reduction is more significant
under larger buffer sizes. This is because larger buffers will consume more power, and the power con-
sumption is more sensitive with contention occurrence.

The power consumption on the interconnect can be estimated by counting the average number of
hops a packet travels from source to destination. Dimension-ordered routing always steers the packets
along the shortest path. In comparison, our proposed routing scheme may choose the misroute when
contention occurs. Therefore, the contention-look-ahead routing has larger average hop count per
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FIGURE 30.4 Power consumption comparison on interconnect wires and buffers.

packet than the dimension-ordered routing, and consequently consumes more power on the intercon-
nects. Figure 30.4(A) depicts the proposed routing scheme consumes more power (presented as negative
values) with smaller buffer size, this is because smaller buffer sizes will cause more contention and
induce more misroutes.

The contention-look-ahead routing switch needs more logic gates than dimension-ordered routing.
From synopsys power compiler simulation, the proposed switch circuit consumes about 4.8% more
power than dimension-ordered switch. Combining the power consumption on the interconnects and
butfers, the total network power consumption is depicted in Figure 30.4(B). It presents the total network
power reduction compared with dimension-ordered routing. The reduction is more significant with

larger buffer sizes (15.2% with 16-flit buffers).

30.3.3.3.1 Transport Layer
Above the network layer, the communication abstraction is an end-to-end connection. The transport
layer 1s concerned with optimizing the usage of network resources and providing a requested quality of
service. Clearly, energy can be considered as a network resource or a component in a quality-of-service
metric. An example of transport-layer design issue is the choice of information decomposition into
packets or flits, as well as the choice of packet size. Energy efficiency can be heavily impacted by this
deciston. Next, we will use the shared-memory multi-processor system on chip (MPSoC) as a case study
to analysis the packet size trade-offs both qualitatively and quantitatively.

A typical shared-memory MPSoC architecture is illustrated in Figure 30.5. The MPSoC power con-
sumption originates from three sources:

FIGURE 30.5 MPSoC architecture.
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FIGURE 30.6 Cache and memory energy decrease as packet payload size increases.

ne node processor power consumption
he cache and shared memory power consumption

—~ = =

l.
2.
3. The interconnect network power consumption

We will start first from the cache and memory analysis.

30.3.3.4 Cache and Memory Power Consumption

Whenever there 1s a cache miss, the cache block content needs to be encapsulated inside the packet
payload and sent across the network. In shared-memory MPSoC, the cache block size correlates with the
packet payload size. Larger packet sizes will decrease the cache miss rate, because more cache content
can be updated in one memory access. Consequently, both cache energy consumption and memory
energy consumption will be reduced. This relationship can be observed in Figure 30.6. It depicts the
energy consumption by cache and memory under different packet sizes. The energy in the figure 1s
normalized to the value of 256 Bytes, which achieves the minimum energy consumption.

30.3.3.5 Interconnect Network Power Consumption

The power consumption of packetized dataflow on MPSoC network is determined by three factors. The
effects of these factors are summarized and listed next:

1. The number of packets on network. Packets with larger payload size will decrease the cache miss
rate and consequently decrease the number of packets on the network. This effect can be observed

in Figure 30.7(A). It gives the average number of packets on the network (traffic density) at one
clock cycle. As the packet size increases, the number of packets decreases accordingly.

Average Packet Count per Cycle on Network Average Hop Count per Packet
0.3 -
2 .
1.5 -
- o K P = - L ¥ T g 1 i . . .
16 Byte 32 Byte 64 Byte 128 Byte 256 Byte 16 Byte 32 By’te 64 Byte 128 Byte 256 Byte

~}lu i mp3d (B}

(A) Bl sor [l water i quicksort

FIGURE 30.7 Packet count and hop count per packet under different payload sizes.
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FIGURE 30.8  Network and total MPSoC energy consumption under ditferent packet pavioad sizes,

2o The energy consumed by cach packet on one hop. Larger packet size will mcrease the enerey

consumed per packet, because there are more bits in the pavload.

i___,l-._.-

The number of hops cach packet travels. Targer packets will occupy the mtermediate node switches
lor a tonger time, and cause other packets to be rerouted to longer paths. This Teads to more

contention that will mcrease the total number of hops needed for packets traveling from source

to destination. Figure 30.7(B) illustrates the effect. As packet size (pavload sized moreases, average

hop count per packet increases as well.

Actualby, icreasing the cache block size will not decrease the cache miss rate proportonally. Theretore,
the decrease of packet count cannot compensate for the increase of cnergy consumed per packet caused
by the mcrease of packet length. Larger packet size also increases the hop counts on the datapath. Figure
SUREAT presents the combined effects of these tactors. The values are normalized to the measurenient

ot 1O Bytes: As packet size increases, energy consumption on the mterconnedct network will imcrease.

The total energy dissipated on MPSoC comes from noncache instructions (instructions that do Not

mvolve cache access) of cach node processors, the caches and the shared memories a8 well as the

mnterconnect network, The overall results are given in Figure 30.80B) From this figure, we can see that

arec, however,

L%

I]]L' [HHII ;\”}SH(: L‘IIL‘I'g}’ Wi” dL‘LI’L";lHL‘ dS p;lt]-{.t‘l Hi}".L‘ iI]L'l"L‘AIhL‘h. \'\"]]L‘H l]]L‘ }hlnlwlh Al oo

as 11 the case of 236 Bvtes i the fieure, the total MPSoc cnergy will increase. This s because when the

packet 15 too lnrgt‘, the tncrease of interconnect network cnergy will outgrow the decrease ot CHOrEY on

cache and memories. In our simulation, the noncache instruction cnergy consumption does not chanee

sienthcanthy under different packet sizes.

30.3.3.5.1  Application and System Layer

As hinted i Section 3020 software Tavers are eritical tor the No¢ paradigm shitt, espectally when energy
ctiicienav s a requirenmient. As outhined in the proevious sections, NoCs have the potential for overcoming
many of the energy bottlenecks of current integrated architectures (e olobally shared communication
and storage blocks ), but only if programming abstractions, develtopment tools, and svstem sottware help

programmers understand communication-related costs and how to cope with them.

From a high-level application viewpoint, multi-processor SoC plattorms can be viewed as networks
of computing nodes equipped with local storage. Computation and storage are highly encrey etticient i

confined to the local resources within a node. Communication cost should be made exphicit throuchout

Al steps of the code development flow. Software analvsis tools shoule help designers inadentitving

communication bottlenecks and code optimizers should heavily emphasize communication cost reduc-

Hon. Many effective techniques have been devised in the area of parallel programming fon laree-scale

upercomputers, and there is good potential for feveraging these experiences. It is important, however,

to point out three kev differences:

I larget MPSoC architectures are much more heterogeneous than general-purpose paralle!

computers.
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FIGURE 30.9 Interconnect latency for different parallel machines.

. Physical link latency, albeit significant, is not nearly as dominant in on-chip networks as it is in

macroscopic parallel computers (see Figure 30.9).

. Energy constraints are extremely tight, while they have never been significant in traditional parallel

machines.

The following paragraphs outline four critical areas for the evolution of energy efficient software layers

in current and future NoCs. We survey seminal contributions and identify critical needs.

D o, .

RR .

1.

Programming abstractions. Developing adequate abstractions for NoC programming is a critical
objective. Dataflow programming abstractions, such as streams [18] and Kahn networks [22], are
based on a model of computation that matches very well NoC architectures. With these abstrac-
tions, communication 1s made explicit starting from the early steps of application development,
because data flow is explicitly represented. At these levels, energy efficiency can be pursued by
minimizing redundant communication, and by carefully balancing local computation and com-
munication costs. A critical need in this area is the definition of hardware platform dependent
high-level metrics, such as energy per local operation and energy per transmitted bit, which can
help in first-cut exploration of the communication vs. computation trade-off during algorithm
development. Unfortunately, even though many digital signal processing and multimedia appli-
cations are developed starting from dataflow models, numerous legacy applications use more
traditional programming styles, where tasks are not clearly decoupled and communication is
tmplicitly performed through memory. Leveraging the existing code basis, without compromising
performance and energy efficiency, is today an open challenge.

. Task-level analysis and optimization. A number of interesting opportunities are open for high-

level optimization tools, which can help designers mapping data-flow specifications onto target
hardware platforms. Consider, for instance, task splitting and merging (i.e., distributing the
computation performed by a task among two or more computational nodes and collapsing two
or more tasks onto the same node), task allocation, as well as communication splitting and
merging over available physical NoC links. Even though a few of these problems have been
explored in preliminary works [16,25], we critically need high-level energy models and analysis
tools to explore techniques for increasing energy efficiency. It is important to acknowledge that
energy-optimal solutions can differ significantly from performance-optimal ones in this context.
Consider, for instance, a situation where available computational resources are used to achieve
marginal performance benefits (e.g., a task is speculatively executed), at a price of signihicantly
increased power consumption.
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3. Code optimization. Classical code optimization, at the single task level, will still hold an importang

place in future NoC software development. In this area we view as critical further developments

of two types of code optimizers: tools for parallelism extraction from a single task or a legacy
applications [31]; tools that reduce the memory footprint and improve access locality for both

code and data [24]. The first class of tools represents enabling technology that enables the reuse
of legacy software as well as task splitting. The second class has a critical role in reducing “implicit”
communication (as opposed to “explicit” data flow communication) from/to large backeround

memories, which ensues because of large working sets that do not fit into local node memory.
Another critical area 1n code optimization is the development of highly efficient communication
primitives, possibly with significant dedicated hardware support. The latency and energy consump-

tion associated with software handling of communication primitives {e.g., message send or receive)
in traditional parallel programming hbraries are simply unacceptable in an No( setting [5].

4. Distributed operating systems. Intuitively, the operating system support NoC operation cannot
be centralized. Truly distributed embedded OSes are required [5,6] to create a scalable runtime

system. In addition to traditional functions (i.c., scheduling, interrupt handling), the NoC OS
should natively support power management. End-nodes (processing elements) in SoC micronet-
works will most likely be power-manageable “voltage 1slands” [20], with individually controllable

clock speeds and supply voltages. One of the key tasks of the system software will be to control
the voltage 1slands power states. We can envision a network-centric approach, where components

send messages to neighbors to request state changes [21]. Such requests are originated and serviced

at the system software levels. For example, an image processor can be required to raise its service
levels before receiving a stream of data. In this case, the system software supports policies that
accept requests from other components and perform transitions according to such requests.

- ——— P - - - —— _———— - —_ —_—— e — .

30.4 Conclusions

The challenges of designing SoCs in 50- to 100-nm technologies available in the second part of this
decade include coping with design complexity and providing reliable, high-performance operation and
minimizing energy consumption. Starting from the observation that interconnect technology will be the
limiting factor for achieving the operational goals, we envisioned a communication-centric view of design.
We focused on energy efficiency 1ssues in destgning the communication infrastructure for future SoCs.
We described several open problems at various lavers of the communication stack, and we outlined basic

strategies to effectively tackle the energy efticiency challenge for on-chip communication networks.
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